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Abstract

We investigate the possibility of approaching the black hole information loss paradox
from the point of view of analogue gravity models. More generally, we ask whether
analogue models can at all make inferences about gravity. To this end we give an intro-
duction to black holes, the black hole information loss paradox, and analogue gravity
models, before attempting to formulate the information loss paradox in the context of
analogue gravity. We find that crucially, the notion of black hole entropy is missing,
placing a discussion of the paradox in that context out of reach. Simultaneously, we
argue based on the ubiquity and generality of analogue models that they are unlikely
to possess deep connections with gravity.

Hnstitute of Theoretical Physics, ETH Ziirich, Switzerland



Contents

Introduction

Basic Concepts and Notation

Motivation: Spacetime as a Flowing Fluid

1.1 Schwarzschild Spacetime in Gullstrand-Painlevé Coordinates . . . .. . ..
1.2 Basic Notions of Analogue Gravity . . . . . .. ... ... ... .......
1.3 Fluid-Flow Metrics . . . . . .. .. o

Black Holes

2.1 Black Holes and Event Horizons . . . . . .. ... ... ... .. ......
2.2 Area Theorem . . . . . . . . e
2.3 Four Laws of Black Hole (Thermo-) Dynamics. . . . . . . ... .. ... ..
2.4 Bekenstein Entropy . . . . . . . ... e
2.5 Hawking Radiation . . . . . . . . .. ... L o
2.6 Back-Reaction . . . . ... ...

Black Hole Information Loss Paradox

3.1 Hawking’s Version of the Paradox . . . . . . ... ... ... .........
3.2 Page Curve Version of the Paradox . . . . . . ... ... .. ... .. ....
3.3 A Recent Approach to a Solution: Replica Wormholes . . . . .. ... ...
3.4 Anatomy of the Paradox . . . . . . . ... .. o

Analogue Gravity

4.1 General Classical Models . . . . . . . . . .. ... . . ... . ...
4.2 Linear Sound in Irrotational, Barotropic, Perfect Fluids . . .. .. .. ...
4.3 Linear Sound in Bose-Einstein Condensates . . . . . . . . ... ... .. ..

4.4  Continuity and the Difficulty of Schwarzschild Geometry . . . . . . . .. ..

Analogue Gravity and the Information Loss Paradox

5.1 The Missing Piece: Black Hole Entropy . . . . . . ... ... ... ... ..
5.2 Analogue Gravity Models are Simply Models . . . . ... ... ... ....

Conclusion and Outlook

Details on the Zeroth and First Law of Black Hole Dynamics

Details on the Derivation of Hawking Radiation

Fluid Analogue Model for 1+4+1-Dimensional Schwarzschild Spacetime

12
13

17
17
22
24
28
29
41

44
44
45
49
52

55
55
60
65
68

71
72
(0]

77

78

83

89



Introduction

Analogue gravity is a research program aimed at modelling features of gravity using various
physical systems [7]. Famously, it is possible to model massless field propagation in curved
spacetimes with sound wave propagation in flowing fluids [74] [75]. The analogies between
gravity and fluid dynamics go as far as predicting the existence of Hawking radiation in
fluids with so-called apparent horizons [69] [76], surfaces which sound can only traverse in
one direction due to sonic or supersonic fluid flow velocity. Interest in analogue gravity
models has recently been renewed due to experimental confirmation of Hawking radiation
within fluid analogue systems and further ongoing experimental efforts [37].

Hawking radiation is a crucial ingredient of the black hole information loss paradoz [32] [55]
[84]: the emission of Hawking radiation in a mixed quantum state during the evaporation of
a black hole, predicted by quantum field theory in curved spacetime [31], is in conflict with
the thermodynamics of black holes, which is derived from mostly geometric considerations
[30] [8] [82]. Resolutions of the black hole information loss paradox might allow valuable
insight into quantum gravity and is thus heavily studied; in particular, recent progress in
the form of replica wormholes is promising for a potential resolution of the paradox [59] [1]
[2].

One may thus wonder whether these two areas of research can be combined. Specifically:
can we learn about the black hole information loss paradox from analogue gravity models?
Related to this, and motivated by the recent surge in popularity of analogue models, we
can ask the more general question: can we infer anything at all about gravity from analogue
models?

It is the purpose of this work to first give an introduction to both the black hole information
loss paradox and analogue gravity, and then to attempt answering these questions. We will
argue that both questions are for now best answered with “no”: the first one, because the
crucial notion of black hole entropy is yet lacking in analogue gravity models and there is
no clear way to define it; the second one in the sense that analogue models are best used
as models and that there is no guarantee for phenomena occurring in gravity if the same
phenomena occur in analogue models. Importantly, our conclusions will not discredit the
field of analogue gravity.

The present work is structured in the following way: Section 1 motivates the field of analogue
gravity by examining a specific form of metrics, so-called fluid-flow metrics. Section 2 treats
the necessary background on black holes, including black hole thermodynamics and Hawking
radiation. Section 3 then introduces the black hole information loss paradox, while Section
4 does the same for analogue gravity. With these preparations we tackle the two questions
posed above in Section 5 before concluding and providing an outlook in Section 6. Many
sections are designed with future sections in mind; this requires a certain amount of foresight
but also prevents needless repetition of almost identical arguments in different circumstances.
For instance, we already introduce the fundamentals of analogue gravity in Section 1, so
that we can use fluid-flow metrics, which will become truly relevant in Section 4, already in
Section 2 when treating black holes, especially when deriving Hawking radiation; thus we
will not have to re-derive Hawking radiation for fluid-flow metrics later on.



Basic Concepts and Notation

Spacetime. The pair (M,g,,) denotes a spacetime consisting of a smooth manifold M
and a Lorentzian metric g,,. If not stated otherwise, spacetime has one timelike dimension
and three spacelike dimensions; occasionally we may explicitly generalize to d spacelike
dimensions. At each p € M the metric (g,;), locally defines two light cones. We will always
assume (M, g,,) to be time-orientable; that is, we assume it is possible to continuously
designate one of these cones as the future light cone and the other as the past light cone.
Intuitively speaking, we assume that globally the meaning of future and past is well-defined
for each event.

We will assume that spacetimes do not contain closed timelike curves.

Definition 0.1: Hypersurfaces

An n-dimensional hypersurface S C M is simply taken to mean an n-dimensional
smooth submanifold of M.

Tensors and Signs. We use the metric sign convention —+++ (more generally —+- - - +)
and borrow a version of the abstract index notation from [81]: tensor expressions such as g,
or k% are written with Roman indices at the beginning of the alphabet (a,b, ¢, d, e), taking
values from 0 to 3 (or more generally to d), and are meant to be coordinate-independent.
That is, any abstract index expression may be converted to an expression in any coordinate
system simply by interpreting the indices as indices for this specific coordinate system, as
in usual index notation. If an expression only holds in specific coordinates, we use Greek
indices.

Sometimes, especially for explicit expressions of metrics, we use index-less notation such
as ds? = g, dztdz”. Einstein summation over repeated indices, once upstairs and once
downstairs, is implied.

Roman indices in the middle of the alphabet (4, j, k, 1) as in v?, Jij have a special role: they
run from 1 to 3 (ore more generally to d) and always label Cartesian coordinates in flat
spacetime, as is usually done in physics. Note that the position of these indices does not
matter (e.g. v* = v;). To prevent confusion with the abstract indices mentioned above, we
will always write sums over ¢, j, k and [ explicitly.

A general metric tensor is written as g, and 7, = diag(—1,1,...,1) is the flat Minkowski
metric in Minkowski coordinates. The Riemann tensor is denoted by R, ., the Ricci tensor
by R,,, and the Ricci curvature by R. T, is the energy-momentum tensor.

Theorem 0.2: Field Equations (EINSTEIN)

The Einstein field equations read [23]

1
Rab - égabR = 87TTab . (01)

Units. Whenever not specified, we use Planck units: ¢ = G = h = kg = 1. Sometimes we
explicitly use geometric Units: ¢ =G = 1.

Causality. We will need some basic notions and results surrounding causality. See [81].



Definition 0.3: Causal Curves

A future-directed, causal curve C : [a,b] — M in a spacetime (M, g,,) is a C* curve
whose tangent vectors all lie on or within the future light cone; i.e. the tangent
vectors are timelike or null. We say that a future-directed causal curve is mazimally
extended, if it is not part of a larger future-directed causal curve.

Intuitively, if causality is to be conserved, information may only be transported along future-
directed causal curves. Fundamental physical field equations, including the Einstein field
equations, tend to conserve causality, hence the importance of causal curves.

Definition 0.4: Causal Future and Past

The causal future J*(N) C M of a subset N C M is the set of spacetime points
which can be reached by future-directed causal curves originating in N. Similarly, the
points p of the causal past J~(N) C M are such that there exists a future-directed
causal curve originating at p and reaching some point in N.

Intuitively, J* (V) are the spacetime points influencable by N, and J~(N) are the points
which can influence N. Note that J~(N) completely determines N in the sense that no
points outside J~(N) can send information to N. Meanwhile, J*(N) is not necessarily
completely determined by N, since one may have J~(J*(N)) 2 N.

Definition 0.5: Cauchy Surface

A Cauchy surface ¥ for a subset N C M is a spacelike hypersurface (i.e. a hy-
persurface whose tangent vectors are all spacelike) contained in N such that every
maximally extended, future-directed causal curve in N intersects ¥ exactly once.

Note that every point p of N is then either in J*(X) or J~(X), and in both if and only
if p € X. Thus, J*(X) N N is completely determined by ¥.! Intuitively, ¥ describes a
generalization of the special-relativistic notion of ‘space at one instant of time’ on which
initial-value data for the laws of physics may be provided. If N admits a Cauchy surface,
we call N globally hyperbolic.

Quantum Physics. A quantum system is described by a Hilbert space H, i.e. a complex
vector space with sesquilinear scalar product which is complete with respect to the norm
induced by the scalar product. An operator A on H is a linear map A : H — H; we denote
operators with a caret. Physical observables are Hermitian operators, i.e. Ot = 0.2 The
(real) eigenvalues of an observable are the possible outcomes when measuring the observable.

A state of a quantum system described by H is a density operator:

Definition 0.6: Density Operators

A (linear) operator 6 : H — H with tré =1, § > 0 (in the sense of eigenvalues) is a
density operator. We also say that ¢ is a state on H.

LAnd, if the laws of physics are time-reversible, J~(3) N N also.
2We will not need the technical distinction between Hermitian and self-adjoint.



Definition 0.7: Pure and Mixed States

A state of the form & = |¢) (], [) € H, is called pure. All other states are called
mized. If dimH < oo, then the state

_id
T dimH

>

(0.2)

is called the completely mixed state on H.

One may transform density operators into new density operators by acting with a unitary
transformation:

Proposition 0.8: Unitary Transformations

Let U : H — H be unitary, (i.e. U is bijective and conserves the scalar product of
), and let & be a density operator. Then UsU ! is also a density operator.

In particular, time evolution of closed quantum systems is described by such a unitary
transformation.

Definition 0.9: Mesurement

éssume that a quantum system is described by the state ¢, and that the observable
O is now being measured. By diagonalization one can write O = > oP,, where the

sum runs over the eigenvalues o of O and P, is the projector onto the eigenspace of o.
The possible outcomes when measuring O are the eigenvalues of O. The probability
of obtaining the outcome o is

pr[0 = o] = tr(6 B,). (0.3)
The expectation value of this measurement is thus
(O) = tr(60). (0.4)

Assume that the outcome o has been achieved. The post-measurement state is then

“u>

P.6P,
5 = oo 0.5
o0 = o] (0.5)

\. J

We will often encounter bipartite states: 6 : H — H, with H = Hy ® Hs for two Hilbert
spaces H; and Hsy. The state on H1 (on Hs) is then obtained by tracing out Ho (H1):

Definition 0.10: Reduced States and Partial Trace

Given 6 a state on H = H1 ® Ho we define the reduced states on Hq and Ho as
61 = try(6), 69 = tr1(0). (0.6)
Here try is the partial trace on H; defined as the linear extension of
r1: A ® Ay — tr(fll) - A,, (0.7)

and similarly for trs.

\

One can show that this definition of reduced states is compatible with notions of measure-



ments on subsystems and is thus sensible. For details, see e.g. [36].

Information Theory. Consider a classical random wvariable X, whose possible values x
are distributed according to the probabilities P(x). That is, - P(z) =1,and 0 < P(x) < 1
for all possible values x; we say that P is a probability distribution. One then defines [36]
the entropy or Shannon entropy (after the mathematician SHANNON):

Definition 0.11: Entropy (SHANNON)

Given a random variable X distributed according to P, the (Shannon) entropy of X
is defined to be

H(X)p = H(P) := = _ P(x)log, P(x). (0.8)

The entropy H(P) characterizes how much we do not know about a variable X distributed
according to P. We use the letter H to discern information-theoretical entropy from ther-
modynamic entropy S.

For a full discussion of entropy and its meaning, see [36].

Quantum Information Theory. For any state of a quantum system we can define the
(von Neumann) entropy (after the physicist vVON NEUMANN), in some sense a generalization
of Shannon entropy:

Definition 0.12: Entropy (VON NEUMANN)

Given a quantum state &, the (von Neumann) entropy of o is

H(6) := —tr(6log, ). (0.9)

Note that for states of the form ¢ = > P(z) [1;) (5|, with the states |¢);) orthonormal,
and P a probability distribution, we find H(6) = H(P). It holds that:

Proposition 0.13: Bounds on Entropies

We have
H(6) >0, (0.10)

with equality if and only if & is pure.

With suppé := {|¢)) € H | & |¢) # 0} the support of & (a subspace of H), and if
dim supp 6 < oo, it holds that

H(6) < logy(dimsupp &). (0.11)

If dimH < oo, then the maximal possible entropy is achieved by the completely
mixed state:
H(#) = logy(dim H). (0.12)

Proposition 0.14: Entropy is Conserved in Unitary Evolution

Let U : # — H be unitary. Then

H(UsUY) = H(5). (0.13)




In particular, unitary time evolution conserves the entropy of states.

Finally, we state an important result concerning the entropies of reduced states:

Proposition 0.15: Entropies of Reduced States

For a state 6 on H = H; ® Ho it holds that
(0.14)

In particular, H(61) = H(62) if 6 is pure. Consequently, if § is pure then &; and 64

are either both pure or both mixed.

.

For example, the reduced states of an entangled pure state are both mixed. The entropies
of the reduced states is in fact a measure of the entanglement between the two parts.

For a detailed treatment of quantum information theory, see [36].



1 Motivation: Spacetime as a Flowing Fluid

Let us begin with a seemingly unrelated issue: the coordinate singularity in Schwarzschild
coordinates at the event horizon of Schwarzschild geometry. By removing this singularity
with a clever choice of new coordinates, one may find the Gullstrand-Painlevé form of the
Schwarzschild metric [28] [58]. Remarkably, it is possible to interpret the metric in these
new coordinates as a flowing fluid, relative to which radial null geodesics propagate at a
fixed speed; this resembles how in the high-frequency limit (in the eikonal approzimation
[42]) sound in a fluid propagates as rays with a fixed speed of sound relative to the flow of
the fluid [39].

This invites the possibility of further analogies between flowing fluids and spacetime, and
brings us directly to the field of analogue gravity models. We begin by deriving the above-
mentioned result for Schwarzschild spacetime in Section 1.1. Section 1.2 then explains how
this leads us to consider analogue gravity models; there we will see that so-called fluid-flow
metrics are of great importance. We will discuss them in Section 1.3.

1.1 Schwarzschild Spacetime in Gullstrand-Painlevé Coordinates

Let us begin with the following well-known result:

Theorem 1.1: Schwarzschild Spacetime in Schwarzschild Coordinates

A solution to the vacuum (7, = 0) Einstein field equations (0.1) is the Schwarzschild
metric, which in so-called Schwarzschild coordinates t € R, r € (0,r5) U (rs,00),
0 €[0,m), ¢ € [0,27) takes the form

—1
ds? == (1-2) a4+ (1-22)  ar? 412402, 0 = d6® +sin? 0de?. (1.1)
r T

rs := 2M is the Schwarzschild radius and M > 0 is the mass parameter.

\. J

See for instance the original derivation of the metric [70] due to SCHWARZSCHILD in 1916, or
any textbook treatment such as [49, Chapter 23] or [81, Chapter 6]. Once black holes have
been rigorously introduced in Section 2, we will see that Schwarzschild spacetime describes
a black hole with mass M (hence the name for the parameter M). The apparent singularity
at the horizon r = r is a mere coordinate singularity and can be removed by a suitable
choice of coordinates; see e.g. [81, Section 6.4]. In particular, observers can reach the interior
r < rg from the exterior r > ry within a finite amount of proper time without experiencing
infinite tidal forces; see e.g. [49, Section 25.5].

A clever and commonly employed choice of coordinates to get rid of the apparent singularity
at r = rg are for instance Kruskal-Szekeres coordinates [38] [71]. We will instead make use
of the fact that observers can cross the horizon inwards and replace the Schwarzschild time
coordinate t by the proper time 7 of one specific infalling observer. This will lead us to the
Gullstrand-Painlevé form of the metric. Note that derivations of this form similar to our
derivation below exist; see for instance [48].

Free-Falling Observers. A natural choice of special observer is one radially and freely
falling from rest at infinity. Let us consider a slightly more general observer freely and
radially falling, starting at rest relative to the radial coordinate r at r = R > r,.

Due to the timelike Killing vector field (9;)%, the energy

E:=—g,(0,)%b = (1 —ry/r)dt/dr (1.2)



is conserved along the worldline.” Due to the normalization u,u® = —1 of the four-velocity
u® of the falling observer, we have —(1 — r4/7) (dt/d7)? + (1 — rs/r)~1(dr/d7)? = —1, i.e.

(j:f —E%_ (1 - %) . (1.3)

Now dr/dr =0 at r = R and thus E = /1 — rs/R. Hence,

dt T re\ 1
= 1= (12 1.4
dr R ( r) ’ (1.4)
and
dr re Ts
el e 1.5
dr T R (1.5)

We took the negative square root since the observer is infalling.
In the case of our spacial observer (R — 00) we get

dt rg\ 1 dr T dr r T
a _ 1_:) e L :.(1_:)_ 1
dr ( T dr r dt T (1.6)

Conditions for the New Time Coordinate T'. We now wish to define a new coordinate
T = T(t,r) that, when constrained to the worldline of the special observer, agrees with their
proper time up to a constant. Since the special observer can reach the region r < rg, we
hope to thus define a time coordinate which is regular at r = r;.

Since T should match 7 up to a constant, we require

dr 4T 9T  oTdr

4~ ar ot o .7
along the special observer’s worldline, i.e.
re OT 0T |r Ts
LY A A 1.8
r ot or\ r ( r ) (1.8)

A priori there are many possible choices for T satisfying this condition. Intuitively speaking,
T will only be fully determined by a partial differential equation defined for all (t,7) as well
as boundary conditions for T'. For now, we have no boundary conditions and a partial differ-
ential equation holding only on a one-dimensional subset of the (¢,r)-plane (the observer’s
worldline).

We can thus simplify our search for a solution by requiring the condition (1.8) everywhere, not
just on the special observer’s worldline. This generalization even has a physical motivation:
there is an infinitude of observers radially infalling after starting from infinity, distinguished
by the coordinate time ¢ at which they reach a specific waypoint rg > 75 in their fall, that
would qualify as special observers; one can show (e.g. [49, Chapter 31]) that the worldlines of
all these observers fill the entire ¢-r-plane (with some technicalities at r = r,, but otherwise
even the black hole interior). Requiring (1.8) everywhere thus amounts to treating all these
observers equally in the sense that T' matches (up to a constant) the proper time 7 of any
special observer, when restricted to the worldline of said special observer. The constant may
depend on the worldline.

3See [81] or [49] for discussions of spacetime symmetries and conserved quantities along geodesics using the
language of Killing vector fields. See [41] for the basics of analytical mechanics underlying these discussions.



General Coordinates. Equation (1.8) leaves us with the freedom to choose 9T /0t =
where A is a function of ¢ and r. However, as we shall see, not every choice of A yields a
meaningful coordinate system.

Given A, we find
-] 2 (-2 o

and with a7
dT = Adt + —d 1.10
+5dn, (1.10)
it follows that ) . )
T Ts\ ™
thdT{lAJrrA},/(lr) dr. (1.11)
With the definition
B:=1-1/A+rg/rA, (1.12)
we then get
-1
- (1 - ’i) e + (1 - r—) dr? (1.13)
T 7
—7(175) Larz_ (g2l 1 ~<1—E)_1dr2+2§ = drdr (1.14)
N A? Ts r A\ rg ’ ’

where dT'dr = (AT ® dr + dr ® dT')/2 is the symmetric product.
We thus find that the Schwarzschild metric (1.1) can be written as
1 B r 75\ 1 B [r
2_ _Ltoap2  Boga [p2T ) (4 _Ts 2 o0 /T 2102
ds? = —dT? + —dT <B - 1) (1 T) dr? 270 [ dTdr 4 7%49°. (1.15)

Finally, the new coordinate T is related to t and r by

T(t,r):/tdt’A(t’,r)+/Tdr’A(t,r')B(t,r’)\/Z~ (1—%)_1. (1.16)

The lower integral bounds are unimportant as they only change T by an additive constant,
which does not change whether T solves (1.8). Note that neither of the integrands can be
identically zero, for this would restrict the new coordinate to a one- or zero-dimensional
submanifold of the ¢-r plane. Thus, we must have that A and B are not identically zero.

Gullstrand-Painlevé Coordinates. By choosing B = rs/r (i.e. A = 1), the metric

(1.15) becomes
2
ds? = —dT? + (dr + 4 /T:dT) +r2dQ?, (1.17)

which is flat on any slice of constant T'; we say it is spatially flat. Note that the overall
metric is still curved, but curvature is restricted to terms involving the time coordinate T'.

With A = 1 we have T'(r,t) =t + T(r), and

u(r) 1
/ dT ﬁ’ ]. - — = —27'5/ d'LL/ m (118)

In the second step we have substituted u(r’) = (r4/r')Y/?, dr’ = —2ryu'~3du’. We get (using
partial fraction decomposition for instance)

Vrfra -1
Vrfrs+ 1|’

T(r)=C+2\rr +75ln (1.19)

where C' is a real constant.

10



Let us summarize:

Proposition 1.2: Schwarzschild Metric in Gullstrand-Painlevé Coordinates

By replacing the Schwarzschild time coordinate ¢ in the Schwarzschild metric (1.1)
with a new time coordinate T, equal up to a constant to the proper time of ob-
servers radially and freely falling from infinity, it is possible to obtain the so-called
Gullstrand-Painlevé coordinate system, in which the Schwarzschild metric takes the
spatially flat form

2
ds? = —dT? + <dr 44/ %dT) +r2d02. (1.20)
The new time-coordinate T is related to Schwarzschild time t according to

Vr/rs —1
Vr/re+1

where C is a real constant. One typically chooses C' := 0.

T=t+C+2\/rs7+r5ln (1.21)

)

\.

This form of the metric was found independently by GULLSTRAND [28] and PAINLEVE [58]
both in 1921, and not starting from the Schwarzschild metric. In fact, it was only in
1933 when LEMAITRE showed [44] that the metric expression found by GULLSTRAND and
PAINLEVE described Schwarzschild spacetime.

Interpretation as a Flowing Fluid. Consider a radial curve with affine parameter A:
ar\? (dr\® rodT dr 7y (dT\”

Pee=— (= - 2 /S 5= 1.22

Ut =€ (d/\) +<d)\> ooy <d,\> ! (122)

where ¢ = —1 for timelike curves and ¢ = 0 for lightlike ones. Solving for dr/dT =
(dr/dA) - (dT/dX)~1, we find

dr [rg dr\ 2

The curve is outgoing for + and incoming for —.

For light rays, we thus have

dr T .
I ——1/?:|:1—. V(r) £ cs, (1.24)

while radially moving observers satisfy

j_;:_ﬁi,ll_(%)_g. (1.25)

11



From this we conclude:

Proposition 1.3: Schwarzschild Spacetime as a Flowing Fluid

In Gullstrand-Painlevé coordinates, radial propagation of light rays is mathematically
analogous to radial propagation of sound rays in a fluid, moving radially with speed
—(rs/r)'/2, and speed of sound equal to 1 relative to the fluid. Furthermore, radial
motion of observers corresponds to observers “swimming” in the fluid with less than
the speed of sound. In particular, the special observers used in the definition of the
coordinates are co-moving with the fluid, since for them d7'/dr = 1.

It is in this sense that we can see Schwarzschild spacetime as a flowing medium.
In this analogy, neither observers nor light (sound) can escape the region r < ry,
because the flow of the fluid becomes faster than the speed of light (sound).

It will become clear later that similar statements hold about timelike and lightlike curves
through Schwarzschild spacetime which are not necessarily radial; the analogy will thus
become even stronger. It is however useful to first introduce some terminology in the next
section.

1.2 Basic Notions of Analogue Gravity

Building on the interpretation of Schwarzschild spacetime as a flowing fluid, we introduce
here the different types of analogue gravity models (or “analogue models” for short) relevant
for this work. We do this now, without a treatment of analogue models beyond the basic
notions, since it will be beneficial to already have made contact to analogue gravity in some
of the following sections, but most of them will not actually require a full-fledged discussion
of analogue models. Once truly needed, we will come back to analogue models and discuss
them in much more detail in Section 4.

Note that the term “analogue gravity model” is often used quite loosely (see [7] for an
overview); to prevent confusion, we will stick to a stricter terminology explained here.

Classical Fluid-Flow Analogue Models. We begin by noting that in the eikonal limit,
the (wave) propagation of a massless Klein-Gordon field (also called massless scalar field)
can be seen as rays propagating along null geodesics [49]. Similarly, sound ray propaga-
tion is the eikonal limit of sound wave propagation. The analogy found in the example of
Schwarzschild geometry above thus holds in the eikonal limit, and one may try extending
the analogy between fluids and spacetime outside the eikonal limit, to wawves.

That is, we want to find an analogy between wave propagation of sound in a fluid and wave
propagation of a massless scalar field in curved spacetime. Because sound in a fluid only
has one polarization, the scalar field should be a real scalar field. An explicit such analogy
was first demonstrated by UNRUH in 1981 [74] and later independently by VISSER [75]. A
fluid or general medium with sound propagation of this type is a so-called classical fluid-flow
analogue model of gravity. The model in [74] and [75] is still arguably the most important
classical fluid-flow analogue model, due to its wide applicability on the one hand and its
simplicity on the other; we will derive it in Section 4.2.

Taking the eikonal approximation on both the classical fluid-flow analogue model and the
scalar field in curved spacetime immediately yields an analogy of ray propagation. As in
Schwarzschild spacetime above, we can thus interpret spacetime as a flowing fluid relative
to which null geodesics (and even null curves) propagate at a fixed speed. This kind of
interpretation is a general feature of the metrics encountered when discussing classical fluid-
flow analogue models of gravity.

12



A metric in special coordinates (t,x) making this interpretation explicit, with velocity defined
relative to time ¢ and position x, is a so-called fluid-flow metric; they are the metrics
relevant when discussing classical fluid-flow analogue gravity models. We will make these
metrics precise in the next section and see that the Gullstrand-Painlevé form of Schwarzschild
spacetime is (unsurprisingly) such a metric.

Quantum Fluid-Flow Analogue Models. Quantizing the sound waves of a classical
fluid-flow analogue model is equivalent to quantizing the massless scalar field on spacetime;
we thus obtain what we call a quantum fluid-flow analogue model: an analogy between
quantum sound propagation in a fluid and the propagation of a real quantum Klein-Gordon
field in curved spacetime described by a fluid-flow metric. We will use such models in Section
2.5 when deriving Hawking radiation; we will see that Hawking radiation crucially depends
on the notion of an apparent horizon, which is easily defined within fluid-flow metrics.

More General Analogue Models. Despite the importance of fluid-flow models, one
may consider more general analogue models. For classical models, we can consider ones
which are not based on sound propagation in a fluid, but come from the propagation of
any scalar field in an arbitrary system, resembling Klein-Gordon field propagation in curved
spacetime; we will treat such models in Section 4.1 before specializing to fluid-flow models
in Section 4.2. Finally, one may consider general quantum models, which do not come from
quantizing a classical fluid-flow model. We will see an example for such a model in Section
4.3.

1.3 Fluid-Flow Metrics

As argued above, the metrics encountered in classical fluid-flow analogue models are the
fluid-flow metrics. We construct these metrics here and introduce the important notion
of an apparent horizon. As mentioned above, apparent horizons will be relevant for the
existence of Hawking radiation.

General Flows. Consider a fluid flow with flow velocity V(¢,x), and local speed of sound
¢s(t,x). In the eikonal approximation sound then follows curves which satisfy

(((1;: - V(t,x)>2 = co(t,%)*. (1.26)

These are precisely the null curves of the metric (see also [7, Section 2.2])

3
ds® = —co(t, %)% dt? + ) (da? — VI (t,x) dt)?. (1.27)

j=1

A metric of this form is what we mean with a fluid-flow metric. But (1.27) is not yet the
most general fluid-flow metric, since multiplying the metric by any regular conformal factor
©(t,x) > 0 does not change the form of null curves.

Therefore, the general fluid-flow metric is

3
ds? = O(t,x) - {— cs(t,x)*dt? + Z (da? — V7(t,x) dt)2 , (1.28)

j=1

Notice that along timelike curves (such as the worldlines of observers) with proper time 7,

we must have )
d¢ 1
< ) > >0, (1.29)

dr O-c2

S
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because four-velocities have norm —1. In particular, the sign of d¢/d7 may not change along
the worldline. From (1.28) and again using the normalization of four-velocities, we find that
timelike curves must obey
d 2
(d—’t‘ —V(t, x)) < eyt %)% (1.30)
Thus, timelike curves in fluid-flow metrics correspond to motion relative to the fluid with
less than the speed of sound.

Radial Flows. Most of the time however we will be interested in radial flows: V =
V(t,r)er, cs = cs(t,r) and © = O(t,r), where r = |x|. The metric then becomes:

Proposition 1.4: Radial Fluid-Flow Metrics

The general fluid-flow metric with radial flow velocity profile V (¢, ), speed of sound
¢s(t, ) and overall conformal factor O(t,r) is

ds? = O(t,r) - | — cs(t,r)? d? + (dr — V(t,r) dt)” + r2dQ2|. (1.31)

\. J

Since radial fluid-flow metrics (1.31) are specializations of general fluid-flow metrics (1.28),
the conclusions about timelike and lightlike curves above also hold: lightlike curves move at
the speed of sound, timelike curves with less than that.

We recognize that the Schwarzschild metric in Gullstrand-Painlevé coordinates (1.20) is a
radial fluid-flow metric, with © = 1, ¢, = 1 and V(r) = —y/rs/r. So the analogy for
Schwarzschild spacetime discussed previously really extends to all timelike and spacelike
curves.

Apparent Horizons.” A spacetime-point (¢9,X) is called a sonic point, if the flow of the
fluid at (tg, xo) reaches the speed of sound, i.e. if |V (tg,x0)| = ¢s(to,X0). More generally, we
speak of subsonic points if [V| < ¢s and supersonic points if [V| > ¢s. A region of supersonic
flow at some fixed time tq is also called an ergo-region at tg.

Consider a two-dimensional surface OU enclosing a volume U in space at a fixed time .
OU is called an (outer-) trapped surface, if the normal component of the fluid flow is inward-
pointing and supersonic everywhere on U.° Intuitively, any observer or light ray on OU is
doomed to fall into U, i.e. to be “trapped” by the flow, at least for a short time after #.°

The limiting concept of a trapped surface is the apparent horizon:

Definition 1.5: Apparent Horizon

A surface OU enclosing a volume U in space at time tg such that the flow is inwards-
pointing and sonic everywhere on QU is called an apparent horizon.

Intuitively, if an apparent horizon does not change in time, it is possible for light rays
to stay stationary at an apparent horizon but observers on it are doomed to traverse it
inwards. Typically, we will encounter apparent horizons as boundaries of regions containing
trapped surfaces, such that the flow outside the horizon (at least for some finite distance) is
subsonic and inside supersonic (again for at least some finite distance). For time-independent

4The following definitions are based on [7, Section 2.4.1].

5An inner-trapped surface is defined identically, except that the flow is everywhere outwards-pointing.

SFor long times, the time-dependence of V may be such as to make surfaces which were previously trapped
to be no longer trapped later.
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apparent horizons of this type, observers can get arbitrarily close to the apparent horizon
from the outside, but once they touch it, must traverse it. Note that the location of apparent
horizons remain unchanged between conformally equivalent metrics. Figure 1 visualizes the
idea of an apparent horizon in a fluid-flow metric.

Al

RN

H

Figure 1: Apparent horizon H in a fluid flow metric. The flow (blue lines) is
subsonic on the right and supersonic on the left of the horizon, flowing towards the
left in both regions. Light cones (red) are shown at various positions. Inside the
horizon, no matter whether a light ray is moving left or right relative to the fluid,
it will always end up effectively moving to the left. On the horizon, it is possible
for a light ray to stay in place. In this case, the flow and thus the horizon must
not be changing with time.

The Painlevé-Gullstrand form of Schwarzschild spacetime discussed above clearly has a time-
independent apparent horizon at r = rg; moreover, the fluid flow is always inward-flowing
and supersonic in the region r < rs. Therefore, any light ray or observer which enter the
region 7 < rg, will never be able to escape to r > rs. The region r < r4 for all times ¢ is an
example of a black hole.

Black Holes. Intuitively speaking, a black hole is a region of spacetime from which no
future-directed causal curve can escape “to infinity” [81]. In our example of Schwarzschild
spacetime, “infinity” is at r — oo, and since the fluid flow is subsonic everywhere outside
r > 1y, the region r < r, is indeed a black hole. The boundary of the black hole is called the
event horizon. We will make both the notion of black hole and event horizon more precise
in Section 2.

If the fluid flow is time-independent, then usually an apparent horizon is an event horizon;”
otherwise, this may not be the case [7]. One can for instance consider an apparent horizon
which is dissolving over time, as the fluid flow slows down; this would not be an event
horizon, since after dissolution observers can again move freely in the fluid and escape to
infinity.

Coordinate-Dependence. It is important to stress that a fluid-flow metric is a metric,
a coordinate-independent object, together with a specific choice of coordinates, making the
whole concept coordinate-dependent. This makes sonic points, trapped surfaces and ap-
parent horizons equally coordinate-dependent. There are however choices of coordinates
yielding fluid-flow metrics which are particularly natural; specifically, we will often be con-
cerned with fluid flow metrics whose flow vanishes at infinity in an appropriate sense (see
Section 2.5).

7This is for instance the case for Schwarzschild spacetime in Gullstrand-Painlevé coordinates. It is however
not the case in the Rindler wedge of flat spacetime: the Rindler horizon can be seen as an apparent horizon,
but it is not an event horizon. The difficulty here is that the fluid-flow metric (the Rindler wedge in Rindler
coordinates) cannot describe the spacetime behind the horizon. As a rule of thumb, apparent horizons are
event horizons in time-independent fluid-flow metrics, only if the horizon is not the boundary of spacetime.
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In contrast, black holes and event horizons are coordinate-independent. More precisely,
they are defined relative to future null infinity, a feature of asymptotically flat spacetimes
(we will see these concepts in Section 2.1). Now the process of defining infinities in asymp-
totically flat spacetimes, and even defining asymptotic flatness itself, resembles choosing
a particularly natural coordinate system. So even event horizons can be thought of as
coordinate-dependent, although the choice of coordinates is heavily restricted and natural
and thus practically forced upon us.®

In light of this it is less striking that features of analogue gravity such as apparent horizons
are coordinate-dependent. Still, the distinction of apparent horizons and event horizons is
an interesting question; for instance, as already mentioned a couple of times, we will see
in Section 2.5 that Hawking radiation seems to require only an apparent horizon (although
apparent and event horizon will be very similar in the considered case). Beyond this, we
will not delve much deeper into the differences between the two types of horizon; for an
overview, see e.g. [7] and sources therein.

ADM Metrics. Metrics of the form (1.28) or (1.31) are important besides their signifi-
cance in the context of classical fluid-flow analogue gravity models, because they naturally
arise (as special cases) when treating general relativity in the initial-value formalism, the
ADM-formalism due to ARNOWITT, DESER and MISNER [3].

8There is however some freedom left, leading to asymptotic symmetries (see e.g. [$1]). Roughly speaking,
asymptotic flatness defines a standard of rest for large r, but this standard of rest is ambiguous (at least)
up to Lorentz transformations. This makes sense, since in the asymptotically flat region inertial observers
are precisely differentiated by Lorentz transformations, and the principle of relativity must hold.
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2 Black Holes

After the perhaps uncommon introduction to black holes and horizons from the point of
view of “flowing spacetimes” in the last section, we now turn to a more classical treatment.
We begin by making the intuitive notion of a black hole as a spacetime region from which
no causal curve can escape to infinity precise (Section 2.1). We continue with a discussion
of aspects later needed for the black hole information loss paradox, namely the area theorem
(Section 2.2), the four laws of black hole (thermo-) dynamics (Section 2.3), Bekenstein
entropy (Section 2.4), Hawking radiation (Section 2.5), and the back-reaction of Hawking
radiation on spacetime (Section 2.6).

2.1 Black Holes and Event Horizons

To precisely define a black hole, one needs a notion of infinity, which is conveniently found
in asymptotically flat spacetimes. We proceed by defining first asymptotic flatness and then
black holes. Furthermore, we state some of the most immediate properties of black holes
and define the concept of event horizon area, a crucial ingredient for discussing the dynamics
and thermodynamics of black holes later on.

Asymptotic Flatness, Penrose Diagrams. Roughly speaking, (M,g,,) is asymptoti-
cally flat, if the metric g,, “becomes flat” as one “goes far away”. More precisely [81]:

A spacetime (M, g,,) is said to be asymptotically flat, if there exist coordinates z*
with the property that

L 511/2
Gy = M + O(1/1) for = [Z?=1(xz)2} — 00 at fixed 2°.  (2.1)

For example, Minkowski and Schwarzschild spacetime are both asymptotically flat.

We may criticize this definition in two ways: firstly, the provided notion of infinity is a
direction in which one may take a limit, which is still quite cumbersome, and secondly, it is
coordinate-dependent. Here we are not so much interested in tackling the second issue; as it
were, coordinate-independent definitions of asymptotic flatness are far from trivial (see [33]
and [81] for two coordinate-independent approaches). We will thus stick to Definition 2.1
and introduce some further machinery in order to deal with the first issue.

A useful way to deal with infinity is to mathematically compactify spacetime down to a finite
size and to then artificially add points at infinity, a method invented largely by PENROSE
[62] [63]. This is achieved through an immersion v : M — M of our spacetime (M, g,;)
into a larger, unphysical spacetime (M ,G,p)- We require the push-forward of the metric to
fulfil (1.9),, = ©2§,;, where © is a non-negative function on M. In other words, ¢ should
be a conformal immersion, allowing us to interpret (¢(M),§,,) as the original spacetime
(M,g,;), up to a conformal scaling. The scaling is required for the compactification. We
choose a conformal scaling, since then a curve in (M, g,,) is causal (or lightlike, timelike,
etc.) if and only if the corresponding curve in (¢¥(M), g,,) is causal (or lightlike, timelike,
etc.).

More concretely: For large values of r, we may choose a time coordinate ¢ and take r as
a radial coordinate, supplemented by two angles ¢ and ¢, such that g, deviates from the
Minkowski metric in spherical coordinates by at most O(1/r):

ds® = —dt? + dr? + r2dQ* + O(1/r). (2.2)
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Let us define new coordinates (T, R) to replace (¢,7) such that the limit » — oo becomes a
finite limit R — R.. We can then artificially add limit points and thus construct ¢ as well
as M.

A simple approach would be to set R = arctan(r). This has the downside that light rays in
the t-R-plane “slow down” for R — oco; we would like to keep the property that light rays
travel “diagonally” in this plane. To solve this, we could additionally set T' = arctan(t).
The limit ¢ — oo at fixed r is however not necessarily well-defined (it is not mentioned in
Definition 2.1); it thus makes little sense to also define a new coordinate for that limit. But
note that the definition guarantees arbitrarily high values of ¢, and even asymptotic flatness,
if r is sufficiently high; in other words, the limit v := t+r — oo is well-defined and spacetime
becomes flat in this limit. The same is true for the limit v := t —r — —oo. If we compactify
along v and u, we keep light rays on diagonals and define useful coordinates. We thus set

T := arctan(v) 4+ arctan(u), R :=arctan(v) —arctan(u), v:=t+r, u:=t—r. (2.3)

A short computation shows that the metric in these coordinates is ds? = 1(1 + v?)(1 +
u?)(—dT? + dR?) + r2dQ? + O(1/r), which diverges as O(r?) when r — oo along either
v — 00 or u — —o00. We can remedy this by multiplying with a conformal factor:

4

0= ——— . 2.4
7T ) 0

This defines the unphysical metric (for large R) as
ds’ = —dT? + dR? + sin?(R) dQ2 + O(1/r%) = ©2 ds?. (2.5)

The coordinate transformation (¢,r) ~» (T, R) and the factor © are defined for large values
of r, they thus only define the immersion 1 for large r. But we can always extend © and
1 to all M to complete the definition. It remains to define M — (M), at least to add the
points at infinity.

For this we first consider the limit r — oo at fixed ¢, corresponding to R — 7 and T' — 0.
Since g is well-defined at R = w, T = 0, we may extend M to these points, the so-called
points at spacelike infinity, denoted by i°. Spacelike infinity is topologically equivalent to
S? and not R x S? (the extent in t has disappeared by the two compactifications), but it
geometrically corresponds to a single point, because the spherical part of the metric vanishes.

Taking the limit v — oo, i.e. T+ R — m, allows us to add the points at T+ R = m,
0 < R < m. Since these are points that can be reached by null curves (and even by timelike
curves, which approach null curves, such as accelerated worldlines), we call these points
future null infinity, denoted by Z*. Note that the topology of Z is (0,7) x S2, a fact
reflected by its geometry. This is good news, since ZT is much more relevant than 3%, by
virtue of it being reachable. With the limit v — —oo we can analogously introduce the
points at past null infinity, which we denote by Z~.

Finally, we could attempt the limits ¢t — +oo at fixed r, corresponding to T — +7, R — 0.
Similarly to i® we would call points in this limit the points of future timelike infinity and
past timelike infinity, denoted by i+ and i~ respectively. As for i°, they each geometrically
correspond to a single point. Causal and timelike curves can reach to i~ and iT. These
points are however not guaranteed to exist by the definition of asymptotic flatness; they
thus will not be very important for future discussion.

The fact that i® (and iT) are single points instead of R x S? (or S2) is a consequence of our
compactification along the directions u and v; but this will not bother us very much, as we
will be most interested in ZF.

Figure 2 summarizes these ideas in a so-called Penrose diagram for the special case of flat
spacetime.
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Figure 2: Penrose diagram of flat spacetime in spherical coordinates (angular part
is suppressed). The infinities are indicated in blue. Penrose diagrams are always
drawn such as to make null curves diagonals.

Black Holes and Event Horizons. With a working definition of asymptotic flatness
in place, we can make the “escape to infinity” more precise. “Infinity” is most reasonably
identified with future null infinity ZT of the unphysical spacetime, since spacelike infin-
ity 4% cannot be reached by future-directed causal curves and future timelike infinity ¢+
may not exist. The causal past J~(ZT) of future null infinity is then those points (in un-
physical spacetime) from which future-directed causal curves can escape to infinity. The
corresponding points in M are 1~(J~(ZT)); it is physically sensible to pull back J~(ZT)
from (M, Gap) onto (M,g,,), because 9 is conformal and hence maps causal curves onto
causal curves. Therefore, B := M —¢~1(J~(Z")) is a candidate definition of the union of
all black holes within M; B = () indicates that no black hole is present.

We would also like to prevent naked singularities in our definition, that is singularities
outside or on the boundary of B which can be probed by nearby observers. Singularities are
not points of M and might not even be points of M. Their presence is however seen by the
fact that some causal curves are inextendible; ¢.e. some causal curves end or even begin at
singularities. A singularity can in principle be detected by an observer if causal curves both
end and begin at it. We note that the existence of such singularities forbids the existence
of a Cauchy surface, since the ending causal curves and the beginning ones cannot both
intersect any candidate spacelike hypersurface. To get rid of naked singularities, we thus
demand strong hyperbolic predictability for (M,g,,): we require that there exist an open
neighbourhood of ¢(M — B) = (M) N J—(ZF) which is globally hyperbolic.

Thus, we define, in accordance with [81]:

Let (M,g,,) be a strongly hyperbolically predictable spacetime; in particular, it is
asymptotically flat with immersion ) : M — M into a larger unphysical spacetime
(M,§,,)- The region

B:=M-yp Y(J (T)cM
is called the black hole region of M. The connected components of B are called black
holes. If B # (), then M is said to be a black hole spacetime.

Let By C B be a black hole. We call the boundary Hy = 0By the event horizon of
the black hole By.
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Figure 3 shows the Penrose diagrams of two important black hole spacetimes: that of a
collapsing start forming a black hole, and that of Schwarzschild spacetime.

singularity ;+

Figure 3: (a) Penrose diagram for a collapsing star forming a black hole (angular
dimensions suppressed). The star’s interior is shaded in grey, and the trajectory of
its surface is indicated by an arrow. The event horizon Hy does not always exist:
for instance, it does not at the “time” of the spacelike slice ¥.. The black hole
interior lies to the top left of Hy, and we have left out details inside the black hole
region. See e.g. [81, Section 12.1]

(b) Penrose diagram for Schwarzschild spacetime. The black hole region lies to
the top left of the horizon H, and contains a singularity. H_ is the anti-horizon
which becomes apparent when performing the conformal immersion of the space-
time; it is possible to analytically extend Schwarzschild spacetime through the
anti-horizon, thus obtaining also a white hole region and an anti-universe. But
since Schwarzschild spacetime is an idealization of an eternal black hole, and thus
unphysical, these extensions are usually also thought of as unphysical. See e.g. [81,
Sections 6.4 & 12.3].

We will only consider spacetimes for which all horizons are three-dimensional, piecewise
smooth submanifolds. Note that our definition of black holes is slightly less general than the
one given in [81], since we chose a less general (but simpler) version of asymptotic flatness;
this will however not limit us. Let now Hy be the (piecewise smooth) horizon of a black
hole.

First Properties of Horizons. Being the boundary of the region J~(ZT), which by def-
inition is generated by causal curves, one might expect a black hole horizon to be generated
by limits of those curves. This is indeed true, the limiting curves being null geodesics [60]:

Theorem 2.3: Horizon Generators (PENROSE)

A null generator of Hy is a future-directed null geodesic, which cannot be extended
towards the future, and once it enters Hy remains contained in Hy. There can thus
be horizon generators which are always contained in Hy, and others which enter Hy
for the first and last time at some spacetime point, called a caustic point.

For every non-caustic point p € Hy there exists a unique (up to reparametrisation)
null generator <, passing through p. For every caustic point ¢ € Hy there exists
at least one null generator passing through ¢, but there may be multiple. Two null
generators can only intersect at some point p if they both enter Hy at p, i.e. once
within Hy, null generators do not cross.
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See [49] for an illustrated proof. Importantly, the proof does not make use of the Einstein
field equations (0.1). In fact, our discussion of black holes so far did not depend on the
dynamics of the gravitational field at all, but only on the properties of causality as well
as on the assumptions of asymptotic flatness and non-existence of naked singularities. If
naked singularities were allowed, generators could potentially end at such naked singularities.
This theorem is the cornerstone for much of the discussion on black hole dynamics and later
thermodynamics.

One can show the following useful lemma along the way:

Lemma 2.4: Event Horizons are Null Hypersurfaces

A null hypersurface is a hypersurface S C M such that at each p € S there exists a
tangent vector 0 # k® € T,,S which is also a normal vector, i.e. Vvo® € 1,5 : k,v* = 0.

An event horizon Hy is a null hypersurface (whenever sufficiently differentiable), with
normals provided by the tangent vectors of the null generators.

Proof. Assume towards contradiction that there exists a v* € T,Hy with k,v® # 0, where
k® is the null generator through p. Then there exists a suitable linear combination of v* and
k® (hence lying in T}, Hp) which is timelike. From this, it is possible to construct a locally
timelike causal curve in Hy, which could then be deformed, keeping it locally timelike and
overall causal, to lead from within the black hole to future null infinity, a contradiction. [

Event Horizon Area. Let By C B be a black hole. One way to further investigate
By is to consider the black hole “at one moment in time”. Take for this a Cauchy surface
> € M of an open neighbourhood V > (M — B) in the unphysical spacetime. That such
a neighbourhood exists is guaranteed by the assumption of strong asymptotic predictability.
Note that the image of the event horizon ¥(Hy) is contained in V. Therefore, »p~1(X) may
be seen as a “moment in time” of the spacetime M (potentially excluding some regions in
the interior of B), and Hy s, := Ho Ny~ (X) is the event horizon of By at that time.

1~1(X) can nowhere be tangential to Hy, since the tangent vectors of 1) ~1(X) are all spacelike
everywhere, but Hy has at least one lightlike tangent vector everywhere, the null generator.
Hyy = HyNvy~1(X) is thus either empty, or a two-dimensional, spacelike submanifold; we
focus on the latter case. We may integrate over Hy s:

Definition 2.5: Event Horizon Area

Let Hy be a piecewise smooth event horizon of some black hole and let 3 be a moment
in time in the above sense, i.e. a Cauchy surface of V- C M. The area of the event
horizon Hy at time X, that is the area of Hy s, is then defined as

A(Hpx) :=vola(Hox) = / €abs € .= +/|t*g| dzt A dz?. (2.6)

Ho,»

In other words, A(Hy x) is obtained by integrating the two-dimensional volume form
€, Obtained through pull-back of the 4D metric g,, onto Hp s along the inclusion
map ¢: Hyx, — M.

\. J

For Schwarzschild spacetime, we have a single event horizon H with area
A(Hs) = A(H) = 47(2M)? = 167 M?, (2.7)

independent of Cauchy surface ¥ (see the discussion of Kerr-Newman spacetimes, of which
Schwarzschild is a special case, in Appendix A).
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2.2 Area Theorem

With black holes, event horizons and their area defined, we can investigate their dynamics.
One of the most important results in this avenue is the area theorem due to HAWKING [30],
found in 1971. It states that the area of an event horizon never decreases with time. We
discuss it here in appropriate detail.

Cross-Sections of Null Congruences. Consider two instants in time Y and Y5 in the
sense above (Cauchy surfaces of V. C M), with ¥y in the future of ¥y, i.e. Xy C JH ().
We begin by noting that Hy s, is in a sense linked to Hy 5, through null geodesics: for each
p € Hp s, we can find a null generator passing through p which later also crosses Hy s,.
The curves form a so-called congruence of null curves. By Lemma 2.4, Hyx,, i = 1,2, is
orthogonal to all those curves. Thus, A(Hpx,) may be understood as the cross-sectional
area of the null congruence, with the cross-section taken at ;.

Every point p € Hy can be labelled by two numbers x1, x5 determining the null generator
on which p lies as well as by the affine parameter A along the curve; this defines a coordinate
system on Hy; at caustics, the coordinates are singular. The coordinate vector fields (9;)*
and (02)® describe the separation of geodesics in the congruence. Hence, their projections
onto the surfaces Hy 5, can be used to compute physical separations, and thus area elements
of the cross-section. But since the Hy x;, are perpendicular to the tangents k® of the con-
gruence, and because the k% are null, the scalar products (0;),(9;)%, ¢,j = 1,2, are identical
to the corresponding scalar products between the projected counterparts of the coordinate
vector fields.”

Raychaudhuri Equation. Such scalar products evolve according to %[(3i)a(8j)a] =
(6i)akb(3j)“;b—l—kb(ai)a;b(aj)“ = [(0;)*(0;)°+ (@)b(aj)“]ka;b. The last equality holds because
[0;, k] = 0, since they are coordinate vector fields. We decompose k, ;, =: $0nhq, + 0+ Wy
into an isotropic part 0, a trace-free symmetric part o, and an antisymmetric part w,,,
where the trace is taken with respect to the metric on any two-dimensional spacelike subspace
perpendicular to £%.'°

The quantity 6 describes isotropic expansion or contraction of the geodesic congruence’s
cross-sectional area element, o,, describes area-preserving shear and w,, describes area-
preserving twist. Thus: the sign of 6 controls whether locally the horizon area, considered
as cross-sectional area elements of the generator congruence, grows (+) or shrinks (=) over
time.

The evolution of # is provided by the Raychaudhuri equation (after the Indian physicist
RAYCHAUDHURI), which can be derived from the relative geodesic acceleration equation
(see e.g. [81]):
o 1
dy 2

It follows from an application of the Frobenius theorem that w,, = 0 (see [81] for details).

02 — 0,0 4+ ww® — R,k kb, (2.8)

Area Theorem. We thus find that if Rabk“kb > 0 everywhere and 6 < 0 at some point,
then 6 will collapse to —oo within a finite amount of affine parameter. Hence, multiple
nearby null generators will cross. This is impossible according to Theorem 2.3; thus, 6 > 0

if Rabkakb > 0. Since the null generators provide an injective map from Hy s, to Hy x,, we
find:

9The same reasoning leads to the perhaps surprising conclusion that the cross-sectional area of thin light
beams are Lorentz-invariant, a fact often met in relativistic geometric optics.

10 Any choice is possible due to independence on projection of the relevant scalar products, as discussed
above. For concreteness, we may for instance choose the tangent space of Hy 2, or Hop s, -
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Theorem 2.6: Second Law of Black Hole Dynamics: Area Theorem (HAWKING)

Let Hy be the event horizon of a black hole in a spacetime which satisfies

everywhere and for every null vector k. Let £; and X5 be Cauchy surfaces of V. C M
with X5 C JT(21). For the areas of Hy as seen by 1 and X3 it then holds that

R, kK> >0 (2.9)

A(Hyx,) > A(Ho s, ). (2.10)

Let us remark some points:

1.

The theorem as stated in 2.6 applies to connected components of B, so it must also
apply to all of B.

Hj 5. can have multiple connected components, 7.e. multiple black hole horizons at time
3, even if By has a single connected component. For instance, what we intuitively view
as a merger of “two black holes” is all contained in a single connected component of
B.

If the horizon generators traversing a connected component Hi C Hyx, (i.e. a black
hole horizon at time ;) all traverse a connected component of Hj C Hyx, later on,
then the area theorem even holds for A(H{) and A(HJ). This can be seen by carefully
inspecting the above proof outline.

So it is not possible to locally decrease the horizon area of a “single black hole”, even
if in total the area increases.

So far, we have not used the Einstein field equations. In this sense, the dynamics of
black hole event horizons described by the area theorem are not a consequence of the
dynamics of spacetime. Rather, it is based on the purely geometric properties of null
geodesics, and the assumptions we made.

Amid the assumptions, the condition (2.9) stands out. We can better understand it
by finally invoking the Einstein field equations; we quickly find that (2.9) is equivalent
to T, k®kP > 0 for all null vectors k. But this in turn follows by continuity from the
so-called weak energy condition:

T, v’ >0, for all timelike vectors v®. (2.11)

The weak energy condition states that energy density measured by local observers may
never be negative, a condition that is usually sensible to assume. Note however that
(2.11) and even (2.9) are violated in the process of Hawking radiation, so the area
theorem must not necessarily hold in that case [81, Section 14.4]; we will come back
to this in Section 2.6.

Starting with the assumption (2.11), which is much more natural to assume than
(2.9), the Einstein field equations thus nevertheless enter the picture. In this sense,
the dynamics of event horizons, as described by Theorem 2.6, are a consequence of the
dynamics of spacetime, and of the weak energy condition.

The area theorem 2.6 is similar in form to the second law of thermodynamics, which
states that entropy may never decrease; see e.g. [40]. We will see that the other three
laws also resemble thermodynamic laws, leading to the thermodynamic interpretation
of black holes.

As with all second-law-type theorems, one may wonder where the time-asymmetry is
coming from. We can trace it back to Definition 2.2 of a black hole, which was heavily
time-asymmetric.
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2.3 Four Laws of Black Hole (Thermo-) Dynamics

The area theorem invites the possibility of a thermodynamic interpretation of black holes.
This possibility is further strengthened by the four laws of black hole dynamics, due to
BARDEEN, CARTER and HAWKING [8] in 1973. They take the area theorem as second law
and provide a zeroth, first and third law, all to some extent similar to thermodynamic laws.
Since we will not need the remaining three laws as much as the area theorem, we will only
present them briefly here; a treatment of the zeroth and first law more akin in depth to
that of the area theorem in the previous section can be found in Appendix A. We close
the section by discussing how the four laws of black hole dynamics can be interpreted as
thermodynamic laws. Here we will always consider a single black hole and unambiguously
denote its horizon by H.

Stationary Electrovac Black Holes. The zeroth, first and third law of thermodynam-
ics typically concern systems in equilibrium [40]. The black-hole-notion corresponding to a
system in equilibrium are stationary,'' electrovac black hole spacetimes. Those are space-
times that intuitively “do not change with time” as seen by observers at infinity, and are
thought to describe spacetimes after gravitational perturbations have died down and all
energy-momentum has been swallowed by the black hole, with the possible exception of a
remaining electromagnetic field. Recent progress [27] shows that at least slowly rotating
black holes are stable to perturbations, providing evidence that stationary spacetimes really
are equilibrium states.

Stationary electrovac black holes are surprisingly simple: they are completely described by
the Kerr-Newman metric [52], which is parametrized by the three parameters mass M > 0,
angular momentum J € R and electric charge @ € R. In particular, all stationary electrovac
black hole spacetimes are also axisymmetric. The simplicity of stationary electrovac black
holes is captured by the no-hair-theorem; see [81, Section 12.3] for a discussion thereof.
This is also very much in line with a possible thermodynamic interpretation of black holes,
since thermodynamic systems in equilibrium are typically described by few, macroscopic
quantities [40]. The case J = 0, @ = 0 is the familiar Schwarzschild spacetime, which we
are primarily interested in; recall that we discussed the Schwarzschild metric in Gullstrand-
Painlevé coordinates at the beginning in Section 1.1.

There exists a family of so-called static observers in the asymptotic region with the prop-
erties that they perceive the black hole as unchanging in time and that their worldlines are
orthogonal to some spacelike hypersurface; the latter property ensures that they are not
rotating around the axis of the black hole; see [81]. The parameters M, J and @ are the
mass, angular momentum and electric charge static observers attribute to the black hole,
as follows: In the weak-field, linear regime of general relativity (i.e. g, = 7, + h,, and
considering only linear terms in h,,) it is possible to determine moments of the energy-
momentum tensor 7}, such as energy, angular momentum, etc. enclosed in a volume of
space using suitable integrals of h,, over the surface of the volume; for instance, one may
compute the total mass using Gauss’ law of gravity, which holds in the linear regime. Since
asymptotically flat spacetimes enter the linear regime towards infinity, we can define energy,
angular momentum, etc. by the corresponding surface integrals even in asymptotically flat
spacetimes. However, since asymptotically flat spacetimes do not everywhere fit into the
linear regime, the quantities thus obtained are not necessarily moments of 7, but contain
contributions from curvature; e.g. black holes with vanishing energy-momentum tensor can
have a mass. In order to perform the split g, = n,,, + h,, we need a notion of reference
frame, which is supplied by the static observers. This is the sense in which M, J and @

11 An asymptotically flat spacetime is said to be stationary, if it admits an asymptotically timelike Killing
vector field £*. The vector field provides a time standard at least at infinity.

24



correspond to quantities the static observers measure.'?> One also identifies E = M as the
energy of the black hole. See [49, Chapter 19] and [81] for details.

Finally, we mention that it is possible to define the angular velocity Qg of the horizon for
Kerr-Newman black holes (see e.g. [33]). For us, it is enough to know that Qp carries the
same sign as J and in particular vanishes if and only if J vanishes.

First Law of Black Hole Dynamics One can obtain an equation similar to the first
law of thermodynamics (see e.g. [40]) when considering infinitesimal changes 0M = ¢E, §J
and §Q), while requiring for the black hole to remain a Kerr-Newman black hole, essentially
considering all potentially possible infinitesimal processes in the family of equilibrated black
holes. Namely:

Theorem 2.7: First Law of Black Hole Dynamics, Kerr-Newman version

Consider the variation of parameters (M, J, Q) of Kerr-Newman spacetimes. It holds
that
SM = SiaA(H) + QT + Q. (2.12)
T

where
@:%-(th M? —a? — Q?) (2.13)

is the electrostatic potential on the event horizon and k is the surface gravity (see
below).

BARDEEN, CARTER and HAWKING [8] actually obtained a more general version of this
theorem, also allowing for certain non-Kerr-Newman spacetimes and the potential presence
of matter in the form of a perfect fluid.

The first law of black hole dynamics indeed looks like the first law of thermodynamics,
0FE = TS + (other contributions), with M identified as energy E, if we also interpret A(H)
as entropy S and /87 as temperature T. We know from the area theorem (second law),
theorem 2.6, that the horizon area A(H) could potentially be seen as at least monotonously
increasing with entropy, so this idea could indeed work.

Zeroth Law of Black Hole Dynamics. The surface gravity x appearing in the first law
of black hole dynamics is a function defined on the horizon of stationary black holes (not
necessarily electrovac) with a rather technical definition which we will not need here; see
e.g. [81, Section 12.5].

The name “surface gravity” derives from special cases (for instance Schwarzschild), where
one can show that k is the acceleration felt by a stationary observer at infinity holding a
mass on a string just above the horizon [81, Section 12.5]. In the Schwarzschild case we have
(see Appendix A and sources therein)

1

K/:m.

(2.14)

The zeroth law of black hole dynamics roughly states [8] that the surface gravity is constant
everywhere on the horizon for certain types of black holes, including all Kerr-Newman black
holes. Thus, it makes sense that s could be included in the first law of black hole dynamics.

The zeroth law of thermodynamics states that equilibrium is an equivalence relation (i.e., two
systems in equilibrium with a third are also in equilibrium with each other). A consequence

12The charge Q is computed not from h
in a very similar way.

but from the electromagnetic field strength tensor F; albeit

v pv o
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of the zeroth and first laws of thermodynamics is that temperature is well-defined for systems
in equilibrium, in the sense that the equivalence classes of equilibrium can be labelled by a
single number, temperature T'. See [40].

Compare this to the zeroth law of black hole dynamics which states that surface gravity is
well-defined for “equilibrium” black holes; in this sense, surface gravity is analogous to tem-
perature. Note however that the equilibrium describing stationary black holes is a slightly
different notion than the equilibrium between thermodynamic systems: for black holes, we
can only say whether a single black hole spacetime is in equilibrium (by checking whether
it is stationarity and electrovac), not whether two black hole spacetimes are “in equilibrium
with each other”. Hence, the analogy between the zeroth law of black hole dynamics and
the zeroth law of thermodynamics is much weaker than for the other two laws.

Third Law of Black Hole Dynamics. One finds that x = 0 is only possible for so-
called extremal black holes, that is, they are on the verge of losing their event horizon and
becoming naked singularities; see e.g. [81, Section 12.3].

One might thus hope that nature prevents us from reaching x = 0. In light of possible
parallels between black hole dynamics and thermodynamics, this would correspond to the
fact that absolute zero (T = 0) cannot be reached by a finite sequence of processes, a fact
that follows from the third law of thermodynamics (version formulated by PLANCK): the
entropy S approaches a value independent of the state of the system, if 7' — 0 [67].

BARDEEN, CARTER and HAWKING hypothesized [8] that a law for the unreachability of
k = 0 exists, and WALD later showed [79] that x = 0 was indeed unreachable for a specific
family of processed applied to Kerr-Newman black holes. Finally, ISRAEL stated and proved
a powerful version of the law [35]. Since it is rather technical and because we will not need
the third law rigorously, we do not state it here but refer the reader to literature.

The third law of black hole dynamics is analogous to the unreachability of absolute zero
temperature in equilibrium thermodynamics, but not to the third law of thermodynamics.
In fact, black holes with x = 0 can have all possible values for their horizon area A(H), and
there cannot be a law for black holes perfectly analogous to the third law of thermodynamics,
see [81, Section 12.5].

Reversible and Irreversible Processes. In equilibrium thermodynamics, the second
law usually follows by considering reversible and irreversible processes [40]. One can similarly
define such processes for black holes: CHRISTODOULOU [18] and later RUFFINI [19] discussed
such processes and concluded simultaneously with HAWKING [30] that horizon area should
play the role of entropy. Thus, the area theorem, when restricted to “equilibrium” black
holes, can also be understood from the point of view of such transformations. Reversible
processes are those that leave A(H) invariant, irreversible ones are those that increase it.
For an extensive overview of these processes, in particular of the Penrose process allowing
for arbitrary, reversible changes of angular momentum J [61] [64], see [49, Section 33.8]

These processes allow us to understand the first law of black hole dynamics (2.12) not just
as infinitesimal relations holding for black holes in the Kerr-Newman family, but also as a
statement about the change of quantities brought about by infinitesimal processes on black
holes followed by equilibration [82]. This much resembles how the first law is viewed in
thermodynamics.

Interpretation of the Four Laws as Thermodynamic Laws. Interpreting the four
laws of black hole dynamics as thermodynamic laws entails interpreting certain quantities
as thermodynamic quantities. We reasonably keep the interpretation of E as the energy of

26



the black hole. We take black holes to be at equilibrium, if they are of the Kerr-Newman
family. The second law of black hole dynamics 2.6 then suggests that the entropy of a black
hole is

S = f(A(H)), (2.15)
where f is a monotonically increasing function yet to be determined. The first law 2.7
further tells us that for fixed J and @

SE = —5A(H) n

- = sy’ (2.16)

analogous to the first law of thermodynamics §F = T4S, which allows us to define the
temperature of the black hole as

K 1

T := 87 FIACH) (2.17)

The function f cannot be determined at this stage; a very good guess come from BEKEN-
STEIN’s information-theoretical approach [9] to black hole thermodynamics, which was then
further cemented by HAKWING’s discovery of Hawking radiation [31]. We will address both
of these in the coming sections.

Problems. Despite a strong link between thermodynamics and black hole dynamics, there
are still differences. For one, when discussing the zeroth law of thermodynamics, there is
no readily available notion of black holes being in equilibrium with each other, since the
considered systems are entire spacetimes which cannot interact. This is partly remedied
by considering multiple black holes within the same spacetime, far separated from each
other; then, exchange of gravitational waves and electromagnetic radiation (e.g. Hawking
radiation) allows for interaction. Another difference is the fact that the area theorem 2.6
also applies to individual black holes and it is impossible to locally decrease horizon area
while globally keeping or increasing horizon area (see above for detailed notions). This is
in contrast to thermodynamics, where there is no reason why entropy might not decrease
locally as long as it does not decrease globally in closed system. See [82] for a detailed
discussion of the differences between thermodynamics and black hole dynamics.

Beyond Equilibrium and Phenomenological Thermodynamics. While the zeroth,
first and third law only hold for equilibrium black holes and thus have their counterparts in
equilibrium thermodynamics, the second law holds for all black holes and thus resembles a
second law from non-equilibrium thermodynamics, such as the H-theorem from kinetic gas
theory. Of course, this gives us no reason to assume that black holes are gases described by
kinetic theory, but it invites the possibility that they are described by some yet unknown
microscopic theory.

This possibility is further strengthened by the fact that the thermodynamic laws of virtu-
ally all known thermodynamic systems such as gases, solid-state systems and even quantum
systems are phenomenological rather than fundamental: they derive from underlying micro-
scopic laws such as kinetic theory, atomic theory or quantum (field) theory.

At the least we would expect gravity to emerge from some kind of quantum gravity, so this
could be the source of the observed thermodynamic laws. But it is also possible [54] that
another (perhaps classical) theory hides between general relativity and quantum gravity,
similarly to how kinetic gas theory stands between the phenomenological thermodynamics
of gases and quantum theory of the gas particles.

The question of the microscopic origin of black hole thermodynamics has no conclusive
answer as of today [82]. Undoubtedly, an answer or even an attempt at an answer would
have far-reaching consequences for the search of a theory of quantum gravity.
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2.4 Bekenstein Entropy

The black hole entropy S can also be understood as an information-theoretical entropy, as
was demonstrated by BEKENSTEIN in 1973 [9]. With this, it is possible to estimate the
monotonously increasing function f in (2.15). We give a brief account of the argument. We
use geometric units here (¢ = G =1, but & and kp are left explicit).

Dropping Bits into Black Holes. BEKENSTEIN [9] begins by considering Kerr black
holes (Kerr-Newman with ) = 0), and builds on the area theorem, Theorem 2.6, as well as
the black-hole processes described by CHRISTODOULOU (see previous section), to make the
assumption that

Hpy = f(A) (2.18)
is the information-theoretical entropy of a black hole with event horizon area A (previously
called A(H), but now we leave out the explicit mention of the horizon H to prevent confu-
sion), with f some monotonously increasing, but unknown function. Note that the paper by
BARDEEN, CARTER and HAWKING [8] on the four laws of black hole dynamics (see previous
section) had only been published shortly after BEKENSTEIN’S paper.

He argues that dropping a fundamental particle with no internal structure into a black
hole should result in the black hole’s entropy increasing by at least one bit, reflecting the
uncertainty about whether the particle still exists after it has entered the horizon. Indeed,
a probability distribution P(yes) = P(no) = 1/2 has an entropy of H(P) = 1 according to
(0.8). The plan is then to compute the minimal possible increase in area AA.,;, one can
obtain by dropping the particle into the black hole (different ways of dropping the particle
may result in different area increases, we want the smallest possible area increase). This
increase should then correspond to an increase of entropy AHp = 1 by one bit. From (2.18)
it then follows that for any area A,

1=AHp = f(A+ AAnim) — f(4), (2.19)
allowing us to find f.

Minimal Area Increase. The most complicated part of BEKENSTEIN’s argument is the
computation of the minimal horizon area increase AA;,. From earlier computations of
processes where point particles are lowered into black holes [18], one obtains that AA,;, = 0,
leading to f being ill-defined. Under the more reasonable assumptions that the dropped
particle cannot be localized below a certain length scale, BEKENSTEIN extended this result
[9] to:

Lemma 2.8: Minimal Horizon Area Increase (BEKENSTEIN, CHRISTODOULOU)

If a particle of rest mass m and proper radius b is dropped into a Kerr black hole
(Kerr-Nemwan with @ = 0), the minimal possible horizon area increase is

AApin = 8wmb. (2.20)

For the detailed computations, see the original paper [9]. We only note that they make use of
the Einstein field equations (0.1) in a subtle way: it is assumed that the energy and angular
momentum of the particle’s geodesic (defined by the two conserved quantities associated
with the time-translational and axial Killing vector fields present in Kerr spacetime, see
e.g. [81, Section 12.3]) are added to the black hole’s energy (total mass M) and angular
momentum J. This is indeed true if the Einstein field equations hold.

We note that CHRISTODOULOU’s result AA,i, = 0 occurs because for particles with b =0
there exist geodesics which just graze the horizon, and it is possible that although the mass
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of the black hole increases due to the energy of the geodesic, its angular momentum decreases
by just the right amount, such that the area is not affected overall.

Two natural choices for b are present: the Compton wavelength h/m and the Schwarzschild
radius 2m. The Compton wavelength is larger for m? < h/2, giving AAni, = 87h. The
Schwarzschild radius is larger for m? > h/2, giving AAni, = 16mm? > 87h. Therefore, the
smallest possible increase is AA i, = 87h.

Note that the lower bounds for the proper radius b of the particle are mere estimates. Thus,

the smallest increase of area is really only roughly 87h, up to a prefactor of order one:
AApin ~ h.

Bekenstein Entropy. We can now solve (2.19) and find that f is a linear function:

Theorem 2.9: Bekenstein Entropy (BEKENSTEIN)

The information-theoretic entropy of a black hole is the Bekenstein entropy

Hp = f(A) ~ = (2.21)

As we will see in the next section, the missing factor in BEKENSTEIN’s formula (2.21) required
to make Hp a thermodynamic entropy is kp/4. The factor of kp is to be expected when
transitioning from an information-theoretic entropy to a thermodynamic one; this transition
also entails a factor of In2. The remaining factor can be ascribed to the uncertainty of the
approximation AAn, ~ h; it is fixed by the temperature of Hawking radiation, as we will
see.

Further Results. With Bekenstein entropy in place, it is possible to prove a generalized
second law, holding for a region of spacetime containing a black hole and regular matter
[10]: the total matter entropy plus black hole entropy may never decrease.

Furthermore, one can derive an upper bound on the entropy-to-energy ratio of any system
with some given radius [11]. This so-called Bekenstein bound is saturated by a black hole.

2.5 Hawking Radiation

HAWKING’s 1975 discovery [31] of the thermal radiation emitted by black holes, now called
Hawking radiation, introduced a radical shift away from the classical idea of black holes
being “completely black” towards objects which emit quantum radiation. Hawking radiation
occurs in any quantum field on spacetime, but is most prominent in massless fields such as
the electromagnetic field. As mentioned above, this discovery would allow for a better
thermodynamic interpretation of black holes: the emitted radiation turns out to have a
blackbody spectrum with temperature Ty = /2w, thus allowing us to interpret Ty as
the temperature of the black hole, in accordance with the suspicions raised in the previous
section. Perhaps most important for us is the fact that the emitted Hawking radiation is
in a mized quantum state, implying entanglement between the radiation and some other
system, if the unitarity of quantum mechanics is to be kept intact. As we will see, this will
be an important ingredient for the black hole information loss paradox.

We derive Hawking radiation in this section for general radial fluid-flow metrics of the
form (1.31), with some slight restrictions; as we have argued in Section 1.3, these are the
metrics with appropriate coordinates relevant for classical fluid-flow analogue models, with
the Schwarzschild metric in Gullstrand-Painlevé coordinates being one of them. We employ
a generalization of the derivation in [69] (they use simpler metrics) and sometimes use tools
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from the derivation in [76] (they forego much of the canonical quantization step, yielding a
very compact derivation); in particular, we will use the idea of [76] that Hawking radiation
does not necessarily need an event horizon, but only an apparent horizon which may even
be slowly evolving in time.

We will thus see that Hawking radiation is a very general phenomenon which has not much
to do with gravity; in fact, the Einstein field equations (0.1) will never enter the derivation.
Instead, we will arrive at the conclusion of [76]: that Hawking radiation at temperature
Ty = k/2m is a generic feature of any system with a metric (importantly, gravitational or
analogue) containing a slowly-evolving apparent horizon with well-defined surface gravity
k. We will complete the link to Section 2.3, by noting that this surface gravity is the same
quantity in the context of this section as it was in Section 2.3.

Because of the generality of the argument will we not just derive Hawking radiation for the
context of general relativity, as is usually done in derivations such as the one in [81], but we
will also be able to conclude that Hawking radiation occurs in quantum fluid-flow analogue
models if an apparent horizon is present.

To keep the present section as short as possible, we have moved some computations to
Appendix B.

Preparations. Of all the metrics described by (1.31), we consider only those that are
asymptotically flat for r — oo, and possess a single apparent horizon at some radius rg(t) >
0, with the flow being supersonic inwards for r < rg(t) and subsonic for r > rg(t) at any
time £. These assumptions make sense, since we wish to study an isolated black hole. Note
that the apparent horizon must not necessarily be the event horizon, since rg(t) is allowed
to change over time; roughly speaking, a piece of fluid once contained within but close to
the horizon could find itself outside again the next moment. We will assume slow time
dependence for the quantities V' (and thus rg ), © and ¢s, so the event horizon (if one exists)
and the apparent horizon should be fairly close to each other.'® We also assume V, © and
¢s to be sufficiently smooth.

When quantizing a classical field, we typically have the choice over two methods [65]: canon-
ical quantization and path integral quantization. We choose here to use canonical quanti-
zation, as was done in HAWKING’s original derivation [31], is done in [69], and is strongly
implied in [76]. We choose canonical quantization, since this most readily gives us access to
the particles created in the Hawking radiation process. Note that path integral approaches
exist, famously the one by HARTLE and HAWKING [29)].

We could in principle consider any field theory on the given curved spacetime and investigate
a potential Hawking radiation effect. As a toy model, one however often considers the
massless, real Klein-Gordon field. Tt is known [31] that many of the features characteristic
of Hawking radiation are exhibited already by the comparatively simple massless, real Klein-
Gordon field. HAWKING [31] originally considered the Klein-Gordon field for simplicity. We
will do so too.

Field Modes. As is usual with canonical quantization of fields [65], we begin by investigat-
ing the solutions of the classical field equation; we decompose these into linearly independent
modes, which are then quantized.

In our case, the field equation is the massless Klein-Gordon equation in curved spacetime:
a9, (Vg "0, @) =0, (2.22)

where g, is the metric (1.31) of Proposition 1.4, ® = ®(t,7,6, ¢) is the scalar field, and we
have divided by the usual prefactor 1/4/|g|.

13We will soon make precise what we mean by “slow time dependence”.
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Let us briefly assume that the metric components do not change at all in time, i.e. V', cg and
O are time-independent. Then it is useful to introduce the out- and ingoing null coordinates

as
" dr’ r dr!

=1 — _ =1+ _ 2.23

b / cs(r') + V(1) Y / cs(r') =V (r') (2.23)

since the metric (1.31) then takes a simpler form. See Appendix B for a motivation and

derivation of these coordinates. At the apparent horizon we have V = —c¢g and u becomes

undefined; or at least, special care is needed when considering the coordinate uw on both sides
of the horizon simultaneously. To prevent problems, we can define two variables u. and u~
instead of one, on the regions r < ry and r > rgy respectively, by choosing two different
lower bounds r— < ry and r~ > rg for the integral in the definition of wu:

r dr’ T dr’
=1t — _ =t— [ ——. 2.24
i< / W +vey " / o (r) + V(1) (2.24)

We will later see that the integral in u can actually be extended through r» = rx thanks to
a natural choice of regularization; so after all, u~ and u~ will be related and unified in a
single coordinate u. We will come back to this issue.

Furthermore, we will decompose ® into a radial and angular part, with the angular part
further decomposed into spherical harmonics Y; ., { =0,1,2,... and m = —{, -l +1,...,L
This makes sense given the spherical symmetry of the metric (1.31).

One can now show (see Appendix B) that the general solution of (2.22) is

l

B(t,7.0,6) = Zz’flvmé(’f; [ %X AmRLeet )

=0 m=—1 ’I“ a=U<,U>,V

with the reality condition
l als
Ayl = AT (2.26)

imposed, and Ffw(r) are real-valued functions defined on the respective domains of u~, u«
and v. These functions encode the precise radial fall-off rate of modes; in flat spacetime,
we would have F), , = const. We can choose them such that F}, us JFL, = 140(r ") for
7 — 00.

If the metric is not time-independent, then this solution for ® remains approximately correct
for those frequencies w compared to which the time-dependence of the metric is slow:

jw| > max{|[V/V],|¢s/cs],10/O]}. (2.27)

In those cases one can effectively ignore the derivatives V, ¢, and ©. We will assume this for
all frequencies which we are interested in; this is what we mean by “slow time dependence”.

Spherically Symmetric Modes (I = 0). Let us restrict to the spherically symmetric
modes [ = 0 (and hence m = 0). We will later see that modes with higher angular momentum
do not matter for the main features of Hawking radiation; for that reason, higher modes are
often ignored in derivations of Hawking radiation (as for instance in [81]).

We now have (leaving out the indices { = 0, m = 0)

O(t,r,0,¢) = Foa(r)  [Avae ™ + Ay 0e] . (2.28)

\/ / au<u>v
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Quantization. During canonical quantization, classical real observables are replaced by
quantum observables, that is Hermitian operators [65]. The commutation relations between
quantum observables are taken from the Poisson brackets of the corresponding classical
observables: [X,Y] = i{X,Y}, where X and ¥ are the quantum Hermitian observables
corresponding to the classical real observables X and Y.

In our case of a real classical scalar field theory awaiting quantization, the most important
observables are the field ® as well as its canonical conjugate. Note that the definition of
a canonical conjugate requires the choice of a time standard (see e.g. [41] [42]). However,
all the time standard is needed for, is to give a different description of the dynamics which
happens to look highly non-covariant, although the dynamics are clearly covariant in the
case of a Klein-Gordon field. So roughly speaking, the choice of time standard should not
influence the physics of the field once quantized. We may thus take the time coordinate ¢ as
standard, which at infinity corresponds to the time of static observers. Another very useful
time standard will be the proper time of observers falling into a horizon.

It is often more useful to deal with the modes oc A, , e “? instead of the field ®. But
the amplitudes are complez-valued and thus the modes do not directly qualify as classical
observables. To circumvent that we can split them into real and imaginary parts, which
themselves are each real observables, and will be replaced by Hermitian operators during
quantization. Accordingly, the amplitudes A,  will be replaced by not necessarily Hermi-
tian operators /lw,a. Because in the classical field all modes are independent of each other
(vanishing Poisson brackets, since we can view them as individual physical systems), so will
they be in the quantum theory (vanishing commutators). From this we can immediately
conclude that [A,, o, AT = Co(w) - 6(w — W) - 8a.ar, for some operators Cy(w), and all
other commutators vanish. In fact, it even holds that

w’,a’]

~ ~ ~

[Awar AL ] = Ca(w) - 0(w — ')  Gao - id (2.29)
for some real-valued functions Cy (w), @ = u<, u~,v.'* Since our spacetime is asymptotically
flat our u~- and v-modes modes should behave as in flat spacetime in the asymptotic region,
and thus it follows that C,_ (w) > 0 and Cy,(w) > 0 [65]. The precise values depend on the
exact fall-off given by F, ,. and F, ,, which we already fixed earlier (see Appendix B for
details). Furthermore, C,_(w) < 0;'” We will come back to the precise value of C,_(w)
later.'6

Particles at Infinity. The commutation relations (2.29) imply that for every w and «
separately the Hilbert space of field states (4.e. the space on which our operators act) contains
a ladder structure: one of either flwﬂ or ALQ serves as a creation operator and the other as
the corresponding annihilation operator, allowing us to add and remove “things” in discrete
steps to and from the field. These “things” provide the simplest notion of particles; and
since every mode has its own ladder structure independent of all others, each particle has

14 A complex-valued classical observable z which is a linear combination of the canonical variables (here
®(z) and II(x)) satisfies {z, 2} o i; this is readily checked by explicitly writing this linear combination and
evaluating the Poisson brackets. In our case, quantization gives [vaa, AL, a,} o id.

15See e.g. [69] for details. The negative sign has to do with the way modes are extracted from the field
and its canonical conjugate via Fourier transforms with respect to well-defined coordinates such as r, and u
changing its dependence on r when traversing the horizon; this r-dependence of u will come up again and
play an important role for identifying particles seen by an infalling observer.

16We could rescale the operators Ay, o by |Ca(w)|~1/2, in order to get |Cy(w)| ~» 1. There is however also
another issue to consider when choosing the normalization of modes: the relative normalization of modes
in the Hamiltonian, or equivalently, the relative norm of modes. This ensures that the frequency of modes
correctly translates to energy of particles, and is usually implemented without much additional comment
in flat spacetime [65]. Choosing a reasonable normalization thus might leave us with non-trivial Co (w).
We will not discuss the Hamiltonian or norms of modes, as this requires more detailed knowledge of the
functions Fi, o, and thus keep the Cy (w) explicit.
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also its own mode. Which operator takes the role of creation operator depends on the sign
of Cy(w): if Cp(w) > 0, then ALQ is the creation operator. Thus, AL,%, ALU and A, ,_
are creation operators. See [65] [15].

Due to asymptotic flatness, a static observer at infinity, i.e. at rest with respect to r, 8 and
¢, must observe the same local dynamics of the field as if they were an inertial observer in
flat spacetime; in particular, their notion of particle must be the same as in flat spacetime.
We know from quantum field theory in flat spacetime [65] that particles observed by a given
inertial observer correspond to modes which are stationary with respect to the observer’s
proper time 7 (i.e. the time dependence is of the form e“7 for some constant w). In our case
of static observers at infinity, the proper time is ¢. But the u~- and v-modes are stationary
with respect to t and extend into the asymptotic region. Therefore, they are precisely the
modes of particles observed by static observers at infinity:

Lemma 2.10: Particles at Infinity

The particles of frequency w and with direction of motion us or v (outgoing or
ingoing) seen by static observers at infinity are annihilated by

A~

aw)u> = Aw,u>7 aw,v = Aw v (230)
and created by &L’%, and &L’v. It holds that

[Gs,0> 61y o] = Caw) - 6(w — ') + 80 - id (2.31)

for a = us,v, and Cy(w) > 0.

The vacuum |04) is a normalized state such that
wal0a) =0,  Vw, a=us,v, (2.32)

indicating the absence of any particles. It is the outgoing particles (u~) that we mean when
speaking of Hawking radiation. We will thus ultimately have to consider the expectation
values of the number operators

() I A (2.33)

nw,u> =C W, U

u>
The normalization C,,. (w)™" is chosen such that one-particle states af, ,[0), & = us,v,
count as exactly one particle.

Not knowing C,,. (w) explicitly will introduce an unknown grey-body factor in the final result;
we will see this towards the end of this section. If needed, C,,. (w) can be computed from
the full mode expansion, which requires knowledge of the exact fall-off F, ,,_ (r) of solutions.

Particles Seen by Other Observers. The decomposition (2.28) is not the only decom-
position of the field providing a notion of particle [15]: Consider any decomposition of the
general solution,

() :Zf (6@ +dlF@),  Gill=c 6y ¢ >0 (2.34)

J
where the modes are indexed by j and all other commutators vanish. The sum-integral sign
indicates that this expansion may contain sums and integrals, and d; ;- is accordingly a prod-
uct of Dirac and Kronecker delta terms. With this decomposition, §; become the annihilation

operators and (j;[ the creation operators, providing a notion of particle as described above.
The decomposition (2.25) was of this type, with j = (I,m,w,a) and f; o< F;7 (r)e v,
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As in the special case above, the vacuum |0) is defined to be a normalized state annihilated
by all annihilation operators [15]: §;|0) = 0,Vj, and the number operators n; := c_l(j}qj

measure the number of particles in the mode j.

As with the special case of particles at infinity above, the modes f; leading to the most
natural interpretation of particles for any given observer with proper time 7 are stationary
with constant, positive frequency w; > 0 along the worldline of the observer, i.e. f; ~ e lwiT
on the worldline.'” Positive frequency ensure that the energy of the mode is also positive.

Note that if two complete sets of modes {f;}; and {g;}; are such that f; is a linear combi-
nation of the g;’s but not the g;’s, and thus similarly for g; being expressible through the
fj’s alone, i.e. if both sets agree on the notion of positive frequency, then the vacua defined
by the respective sets of modes are equal. This follows by writing the linear combinations
explicitly and from it deducing linear relations between the corresponding operators [15].
Two observers surveying the same region of spacetime agree on the direction of time flow,
and thus on the notion of positive frequency; they must therefore observe the same vacuum.
So if we are only interested in the vacuum of a given observer, we do not strictly have to
find the stationary modes for that observer.

As a consequence, the vacua of two observers can only be different, if the observers survey
two different regions of spacetime. Importantly, the regions surveyed by two observers may
overlap (but not coincide), in which case there can still be disagreement about which modes
have positive frequencies (observers can disagree on the local concept of frequency in regions
where only one of the observer has access), and so the notions of vacuum can still be different
for these observers.

This case is precisely what will happen below: we will see that while an observer outside
and very far from the horizon might share a region of spacetime with an observer falling
through the horizon (i.e. the two observers both oversee the outside of the horizon), the
outside observer manages to measure particles in the field while the infalling observer sees
a vacuum; this is possible because the outside observer can never hope to access the region
below the horizon, which the infalling observer of course can.

Infalling Observers. Computing the expectation values of the number operators (2.33)
requires knowing the state of the field. Our strategy will be to find a different family
of observers for which the field is in the vacuum state. By transforming the annihilation
operators between families we will then be able to compute expectation values of the number
operators (2.33).

As explained above, we will consider observers infalling through the horizon as our second
family. Such observers are in a sense also the most natural ones, since they are inertial and
do not see any horizons. The absence of horizons in particular means that there is no other
family of observers with a more complete view of spacetime. We will thus assume that the
infalling observers see a vacuum.'® Note that shortly before they crossed the horizon, they
should also observe a vacuum: for any sudden change in observed particles while crossing
the horizon is forbidden by the principle of equivalence.

Extension of u-Coordinate Through the Horizon. Before finding the particles seen
by infalling observers, there is a technical problem we need to solve: the separation between
sets of u-modes (us and u) exist due to u as defined in (2.23) not being regular at the

17Further dependencies of the mode on 7 besides e™1“™ do not change the meaning of particle much if
they are slower than the exponential dependence; this is for instance the case here, since our modes are
radial and will thus fall off at some rate, even in flat spacetime. Furthermore, it is often only possible to
find perfectly stationary modes in spacetimes with high symmetry.

18The observers need to be inertial, since accelerated observers see Rindler horizons [49], which lead to
Unruh radiation [26] [73].
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horizon; but from the point of view of the infalling observer, the horizon is not special at all,
revealing that the separation of modes must be a purely mathematical artefact due to our
choice of coordinates. Note further that only the outgoing coordinates are affected, since
v is everywhere regular. Therefore, it should be possible to replace u~ and u~ by a new,
single coordinate.

Specifically, we will attempt to regularize the integral in the first definition of (2.23) to
define a new coordinate, which we will also call u. One way to do this is to first set the
lower integral bound to r~, but extend its definition to all values of r, with the intent of
regularizing the divergence later:

'—t—/rd—rl Vr>0 (2.35)
U= . ) L V() r . .

The divergence for r < rg occurs because close to the horizon,

cs(M)+ V(') =k-(r' —ry)+ O —ru)?), (2.36)
where d L d
_ 4 _ a o 2
K= e (cs+V) rn P dr (cs 1% ) s (2.37)

Note that k > 0. In the Schwarzschild case with Gullstrand-Painlevé coordinates, this

becomes )

d rg
r=rg 27“5 ’

K_dr2r

which, upon comparison with (2.14), is precisely the surface gravity of the black hole (hence
the choice of symbol).

(2.38)

The integral can be regularized by introducing a small imaginary part in the denominator.
Luckily, a natural choice for such a regularization comes from elsewhere in the theory: from
the ie-prescription due to FEYNMAN (see e.g. [65] for a detailed treatment). We find (see
Appendix B for details) that

Lemma 2.11: Continuation of v Through the Horizon

u can be extended through the horizon. Choosing u = u~ for r > ry, we get
u=1uc — T 4+ 0®) (2.39)
K

for r < rg. w is still undefined at r = rg due to the pole, but w is analytical for r in
the upper half-plane around the pole. k is the surface gravity.

. J

This shows that u. and us are not really independent. Furthermore, we can now find two
new sets of independent modes,

Fw . _ _
At - G()Zi*) 00— ra)e T 4 0(ry —r)e T e/, (2.40)
Fw iwu iwue Tw/K
W= (;2) 00— ra)e > 4 0(ry — r)elts ™/, (241)

which are analytical in r through the horizon (in the upper half-plane), thanks to the
extension of u just described. See Appendix B for details (in particular, we could combine
Fyu. (r) and F, ,_(r) in a single function). See [76] for a derivation of these modes with
eikonal techniques. The new modes are better suited to describe the field seen by the infalling
observer, since they do not suffer from some unnatural separation at the horizon.
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The part of the field which until now was decomposed into u~- and u.-modes can thus be
rewritten as a linear combination of the new modes given by (2.40) and (2.41) and their
complex conjugates. Once quantized, the operators Aw,i satisfy commutation relations
required of annihilation operators.

Particles seen by Infalling Observers. Consider a radially, freely falling observer in
the process of crossing the horizon. Due to (1.30) It always holds that dr/dt < V (r) +¢s(r),
and dr/dt < 0. While still outside the horizon (r > rg), we have V(r) + ¢s(r) > 0 and thus

du  dus dr 1
e . 4
dt dt dt cs(r) +V(r) >0 (242)

After the observer has passed the horizon (r < rg), we have V(1) + ¢s(r) < 0 and hence

du  duc dr 1
—=—— =l 2.4
dt dt dt cs(r) +V(r) <0, (243)

because dr/dt - [V (r) + cs(r)] 7! > 1. Recall from (1.29) that d¢/dr > 0, so that

du >0 forr>rgy, du <0 forr<rgy. (2.44)
dr dr

Remarkably, (the real part of) w first increases for our observer, but then decreases again
after they crossed the horizon. This makes the identification of positive-frequency modes
in the region around the horizon rather interesting. This complication does not arise with
v-modes, since v is regular at the horizon and dv/dr > 0 always.

Thus, the (4+)-mode (2.40) has a positive frequency from the point of view of the observer
for r > rg, and a negative one for r < rg; we also note that the negative frequency part
is suppressed by e~™/% < 1. Similarly, the (—)-mode (2.41) has a positive frequency for
r < rg, and a negative one for 7 > rg; this mode is also suppressed by e ™/* < 1 in the
latter region. Intuitively, since in both modes the negative-frequency regions are suppressed,
we can still see them as “mostly” positive frequency modes for our observer and associate
them with annihilation operators; this is what we will do (see Appendix B for more comments
on this assumption).

It will be useful to normalize the modes seen by the infalling observer so that the commuta-
tors become the same as for particles at infinity, equation (2.31). We thus get (see Appendix
B for details):

Lemma 2.12: Particles seen when Falling Through the Horizon

The particles seen by observers freely falling radially though the horizon, are anni-
hilated by

& 1 A A

S ——— VLY | —e /28 4 , 2.45

“t 2sinh(rw/k) [ R w’u<] (2.45)

by = L [eRAL L oAl ], (2.46)
2 sinh(rw/k) e e

Bw,v = Aw,v (247)

and created by the Hermitian transposes of these operators. It holds that

~ A~

[bus,, b1 1] = Cluy () - 0w — w') - O s - idl. (2.48)

36



Accordingly, we define the vacuum |0;) of the infalling observers as a normalized state such
that .
b, |0p) =0 Yw, a=+4,—,v. (2.49)

The assumption that observers radially and freely falling through the horizon see a vacuum
means that the field is in the state |0;). Note that |0y) and |0,) are not necessarily the same
states; we will see shortly that they are really not.

The equations (2.45) and (2.46) form a so-called Bogoliubov transformation. To compute
expectation values (0p| 7 u- |0p) we will need ay, . = A, .. Solving the Bogoliubov
transformation for it yields (see Appendix B)

. 1

. — eﬂ'w/Qﬁ,gw _|_e—7rw/2f-cl;1 . 250
e 2sinh(7rw//$)[ - ’ ] ( )

Before computing the expectation values, let us summarize our progress so far in Figure 4.

e Tw/K ¢
T e T s o U
T
7/\\ f
u-l-‘::::::::::::::::::: ———— e Y u—i—
T v efuw/r
> T

TH

Figure 4: Outgoing modes as seen from infinity (solid red lines) use coordinate time
t as time standard and a priori only exist outside the horizon. Inside the horizon,
we find a separate set of outgoing modes (dashed red lines), implicitly also using
t as time standard. The upper lines correspond to the annihilation parts of the
modes, the lower lines are the creation parts of the modes.

The analytical extension of u across the horizon allows us to find two alternative
outgoing modes, which use the proper time 7 of an infalling observer as time stan-
dard. They can be thought of as analytical extensions of the original exterior mode
to the interior (solid blue lines), and analytical extension of the original interior
mode to the exterior (dashed blue lines) respectively. Again, the annihilation and
creation parts are both shown, matching the parts of the original modes from which
they were extended (e.g. for the solid blue lines, the labels on the right, the outside,
determine annihilation and creation). The new modes are both linear combinations
of the old exterior and interior modes, with an exponential relative scaling between
terms in the combinations stemming from the analytical continuation (the arrows
indicates which side receives the scaling). Importantly, the notion of “positive fre-
quency” switches between u-modes for the infalling observer as they traverse the
horizon, which means that the annihilation parts of the new modes are combina-
tions of old annihilation and creation parts, and similarly for the creation parts
(indicated by the crossing blue lines).

Hawking Radiation. Using the number operators at infinity (2.33), the Bogoliubov
transformation (2.50), the commutation relations (2.48) and the definition of the vacuum
(2.49), we can compute the expected number of outgoing particles observed by the static
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observers at infinity:

Nw,u - <0b| 'ﬁfw,u> |0b> - Cu> (w)_l <0b| a’I},u> a’UJ,U> |0b>

_Cu w ! Tw/2K7 - P - P - w?
- 2sm§1§7rzj/,<;) (0] (77278, 4+ 7m0 b ) (/2 by + €™/ ) J0y)
Cuo (w)~temm/m Cru (W)
= eﬂi}/n _ e—mu/n <Ob| bw,—bw,— |0b> 0,8 62#2/—&_1 (251)

We arrive at the remarkable result:

Theorem 2.13: (HAWKING) Hawking Radiation

The outgoing, the spherically symmetric (I = 0) part of the radiation observed by
static observers at infinity follows a Planckian spectrum, i.e. a thermal spectrum, at
the so-called Hawking temperature

h kK

Ty = ——
H kBQTF

(2.52)
(with physical constants restored). This outgoing radiation is called Hawking radi-

ation. In the case of a Schwarzschild black hole, x is given by (2.14), and thus (in
Planck units) Ty = 1/87M.

The spectrum is Planckian up to grey-body factors ultimately coming from the exact
fall-off of modes.

\. J

Note that no such radiation is observed in the v-modes, because the v-modes of the infalling
observer agree with those of observers at infinity. Hawking radiation is however observed in
the u--mode, and the same spectrum is observed; this can easily be seen by repeating the
above argument for the u.-modes instead of us (but keeping in mind that A, _ is a creation
operator, not an annihilation operator).

U<

Higher Modes (I > 0). For ! > 0, we must work with the full mode expansion (2.25);
in particular, the reality condition (B.2) means that amplitudes not just with +w, but with
+m are related. Apart from this, the above analysis can essentially be repeated for higher
I. And except from different grey-body factors Cj o(w), the result turns out the same.

See e.g. [76] for a simple argument why higher modes exhibit the same Planck spectrum, and
even a mass term would not change it. See also the original paper [31] for a more in-depth
argument.

Hawking Radiation is a Kinematic Effect. We would like to emphasize (see also the
discussion in [76]) that the way we have derived Hawking radiation did not require any use
of the Einstein field equations (0.1), but only the properties of the metric and some limited
notions of observers and the equivalence principle. It is in this sense that Hawking radiation
is merely a kinematic effect. In particular, it can occur in analogue models that do not
exhibit the dynamics of the Einstein field equations.'?

Back to Black Hole Thermodynamics. Recall from Section 2.3 that due to the laws of
black hole dynamics, we can interpret black holes as thermodynamic objects. In particular,

19We will see in Section 4.1 that up to very rare, for us unimportant but still interesting exceptions,
analogue models do not exhibit Einsteinian dynamics.
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Kerr-Newman black holes are at equilibrium, with a temperature (2.17):

K 1

T = S ram)

where A(H) is the area of the horizon and f is a monotonically increasing, but yet un-
known function. Furthermore, it was not clear how different black holes could be in thermal
equilibrium with each other, or with traditional thermodynamic systems.

(2.53)

We now know that black holes emit thermal Hawking radiation at temperature Ty = k/2.
Since radiation can travel from one black hole to another, it constitutes a way by which black
holes can thermalize with each other or with other thermodynamic systems. This leads us
to set T = Ty [81, 14.4]. Therefore, we have (at least for Schwarzschild black holes”), that

fAH)) = -, (2.54)

S=f(H(A) = ——, (2.55)

where one typically normalizes S = 0 in the absence of a horizon. In conventional units, we
have

A(H
S=kgp (2), (2.56)
413,
with 1%, := Gh/c? the Planck area. This fixes the unknown prefactor present in the formula

for Bekenstein entropy (2.21).

State of the Radiation. Theorem 2.13 characterizes the expectation values of number
operators for outgoing particles observed at infinity. But often one is also interested in the
actual quantum state of the radiation at infinity; this will in particular be important for the
black hole information loss paradox.

For this we remark that because the horizon splits the u-modes into two parts, the Hilbert
space H, of outgoing (u-mode) radiation should factor into two parts:

Hu = Hus @ Hao- (2.57)

See for instance [30] or [81, Section 14.3].?" We will be interested in the part of the state on
Hyo: if 6y 1 Hy — Hy is the density operator of the total state, then the part of the state
on H,. is obtained by tracing out the part on H,_:

u>

Gus = tru_ (60). (2.58)

To find the state of the radiation on H,, is not quite straightforward, and we give here only
a very rudimentary and heuristic argument; see [80] for details.”> The expectation values of
particle numbers at infinity (2.51) together with the fact that the same expectation values
hold for particle numbers in the u--modes (see note earlier), suggests that the state |05) of

200nly Schwarzschild, because we only checked the equivalence between surface gravity x and the quantity
K occurring in the derivation of Hawking radiation for the Schwarzschild case. The same however holds for
more general black holes [31].

21Note that these sources use J# to signify a single-particle Hilbert space, and .# for the Fock space
constructed from 7. We use H for the Fock space.

22There, Schwarzschild spacetime is mainly used (with some comments on Kerr spacetime, i.e. Kerr-
Newman with @ = 0). But the main ideas should transferrable to more general metrics.
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the field is a superposition of particles occurring in pairs, with one inside and one outside
the horizon. More precisely,

[0p) = /dw Z Xw(n) [us,w,n) ® |uc,w,n), (2.59)
n=0

with |us,w,n) € H,. the state of n particles with frequency w in the us-mode, |u<,w,n) €
H._ is the state of n-particles of frequency w in the u.-mode, and x,,(n) € C is an unknown
function of n and w containing the details of the state. We then have &, = |0p) (0p| and
tracing out u. leaves us with

6—u> = /dw Z ‘Xw(n>|2 |u>,w,n> <’LL>,W,’I”L| . (260)
n=0

A similar result is obtained for modes with [ > 0. The outgoing radiation is in a mized
state. Of course, X, (n) should be such as to reproduce the statistics of (2.51):

3y (n)? o % (2.61)
= e TW/K 1

In conclusion (see the original paper [80] for an actual proof):

Theorem 2.14: State of Outgoing Hawking Radiation at Infinity (WALD)

The quantum state of outgoing Hawking radiation is a mized, thermal state at the
Hawking temperature Tp.

Furthermore, every escaping particle is created together with a particle captured by
the black hole.

This implies that the state of Hawking radiation at infinity carries a non-zero von Neumann
entropy; this will be a crucial ingredient for the black hole information loss paradox in
Section 3.

Hawking Radiation in Analogue Models. We have shown that Hawking radiation
occurs in the metrics we would expect to obtain from fluid-flow analogue models. But in
doing so, we have used notions from general relativity: observers, inertial reference frames,
and the principle of equivalence. These notions exist also mathematically in fluid-flow ana-
logue models, but they might not have a direct physical meaning. We discuss them here
and argue that the extent to which they occur in fluid-flow analogue models is enough to
make the above argument for Hawking radiation also work in situations where the metric
does not come from spacetime, but from some fluid-flow analogue model.

The metric provided by the analogue model carries a notion of timelike curves and even
timelike geodesics. Therefore, the worldlines of observers, in the sense of general relativity,
exists in analogue models; we call these general-relativity-type observers. They are purely
mathematical ideas and do not necessarily correspond to actual observers present in the
physical system of the analogue model; the latter we call physical observers.

Physical observers, no matter if they are moving or stationary in the fluid flow of the model,
will always observe the time standard provided by the coordinate ¢, and therefore their
four-velocity will not be on-shell necessarily.”” But due to (1.29), dt/dr never changes sign
or becomes zero for any general-relativity-type observer with proper time 7. Furthermore,

23 A four-velocity v® is on-shell if v ¢ = —1.
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for r — oo, the observers even coincide since the fluid flow of the metric comes to a halt,
showing that dt/dr > 0. Wherever we only need dt/dr > 0, we may substitute physical
observers for general-relativity-type observers in the above argument.

Apart from dt/dr > 0 we have also used the principle of equivalence holding for iner-
tial general-relativity-type observers: we argued that freely falling general-relativity-type
observers who just crossed the horizon should observe a vacuum even shortly before in-
falling. This requires explanation when we try to use physical observers instead. A careful
re-examination of the above steps shows that we can always use observers which are mo-
mentarily co-moving with the flow of the fluid-flow metric, since they can be momentarily
inertial. For physical observers co-moving with the flow, a weaker version of the equivalence
principle should still hold: from their perspective, the flow is at rest, but possibly departing
from rest to first order; note that in general relativity, departure from local flatness happens
to second order only. If the departure from rest is small, which can always be achieved
for e.g. smooth flows, then the dynamics of the fluid, and thus the resulting Klein-Gordon
equation for sound waves (see Section 4 below for details) become the equation in a fluid at
rest. There should thus be no creation of sound waves in the vicinity of co-moving observers
and the overall argument still holds.

In conclusion, we expect Hawking radiation to also occur in quantum fluid-flow analogue
gravity models. In fact, Hawking radiation in analogue models has recently been experi-
mentally verified; see e.g. [37] and the sources therein for an overview.

2.6 Back-Reaction

We have seen in Section 2.5 that the presence of an apparent horizon leads to a Planckian
spectrum of outgoing particles observed at infinity. With this radiation, energy is trans-
ported away from the black hole towards infinity. We thus expect the black hole to lose
some of its mass to Hawking radiation; we say that it is evaporating. For this to happen,
there must be a so-called back-reaction effect of the Hawking radiation onto spacetime. We
give here a short overview of back-reaction. If not stated otherwise, the contents of this
section are a based on [81, Section 14.3]; see there and sources therein for details.

Semi-Classical Einstein Field Equations. To truly understand back-reaction would
require a quantum version of the Einstein field equations, in turn requiring some notion of
quantum gravity. Since such a theory is not available, one often considers the semi-classical
FEinstein field equations

1
Roy = 5 Rga, = 87 tr(7,,6), (2.62)

where 6 is the quantum state of matter (generally a density operator), and Tab is the
operator-valued energy-momentum tensor obtained from substituting classical observables
in the energy-momentum tensor 7, for their quantum observable counterparts.**

In the case of a massless Klein-Gordon field one finds
~ ~ ~ 1 ~ ~
Tab = Va¢qu) — §gabvc¢ch). (263)

This expression contains infinities similar to the zero-point energies routinely encountered
in quantum field theory even in flat spacetime. However, they cannot easily be removed in
curved spacetime because there is no generally agreed-upon vacuum state (in flat spacetime,
one could remove those with normal ordering, such that (0| T,, [0) = 0 for the vacuum |0)).

24Notably this does not take into account the back-reaction of quantized gravitational waves (i.e. gravi-
tons); but we will not need those here.

41



Assuming these issues have been removed, the computations involving the stress tensor
are also more involved than in classical general relativity, even if only working with the
expectation values tr(Tab &), because these must not necessarily follow the typical energy
conditions encountered in classical general relativity (recall Sections 2.2 and 2.3). In fact,
negative expectation values for energy densities are possible with very reasonable states of
the field.

This for instance happens with Hawking radiation, allowing the violation of the weak energy
condition (2.11) and ultimately of the curvature condition (2.9), which implies that the area
Theorem 2.6 may no longer hold. Indeed, as we will see, Hawking radiation should lead to
a decrease in horizon area over time due to back-reaction. See [81, Section 14.4].

Qualitative Back-Reaction. Instead of using the semi-classical Einstein field equations
(2.62), we can already learn much about back-reaction from the simple assumption that the
black hole looses mass at the same rate as energy is carried away by Hawking radiation. An
estimate for this rate of energy loss is given by the Stefan-Boltzmann law

dE
— = —oggpT*A 2.64
dt 0SB 3 ( )

where ogp is the Stefan-Boltzmann constant and A is the area of the emitting body. With
this we obtain:

Proposition 2.15: Mass Loss due to Hawking Radiation

In the Schwarzschild case the mass loss due to Hawking radiation can be estimated
as

—— ~ AT~ —— (2.65)

Here we have used that for Schwarzschild black holes, the horizon area is proportional to
M?, see (2.7), and also that the Hawking temperature Ty is proportional to 1/M, see (2.52).

Note that even with this simplified assumption, we require some basic notion of dynamic
coupling between spacetime and matter resembling the Einstein field equations: for in situa-
tions without black holes and with classical instead of quantum radiation, the Einstein field
equations predict that the energy inside a region of space decreases as radiation escapes.
See Appendix A for the definition of energy in curved spacetime.

Black Hole Evaporation. From (2.65) we learn that while the rate of mass loss is initially
very small for massive black holes, it then increases without bound as the mass decreases.
If the formula is to be believed, then black hole evaporation ends in a kind of explosion.
Without a theory of quantum gravity, we however cannot be certain about the final stages
of evaporation, when the black hole’s mass reaches the Planck mass and its radius becomes
comparable to the Planck length.

Figure 5 shows the formation and subsequent evaporation of a black hole in a Penrose
diagram, assuming that the black hole evaporates completely. We will need this diagram
again in the next section when discussing the black hole information loss paradox.
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Figure 5: Penrose diagram of black hole formation due to a collapsing mass (grey)
and subsequent evaporation. The point X at the top right end of the horizon H
marks the point around which quantum gravity is expected to become important.
Tt is easily seen to be a naked singularity (and thus Definition 2.2 has to be slightly
adjusted, so we can still call this spacetime a black hole spacetime). Hawking
radiation escapes towards ZT. After the black hole has evaporated, the spacetime
has again the same conformal structure as flat spacetime.

For later we have also included two spacelike hypersurfaces ¥; and Yo, one before
the formation of the black hole, and one after it has evaporated. Note that neither
of these are Cauchy surfaces for the entire exterior due to the presence of X: physics
on Y5 is not completely determined by ;.
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3 Black Hole Information Loss Paradox

With black holes discussed in Section 2, we can now finally turn to one of the two main
topics of this work: the black hole information loss paradox. One roughly distinguishes two
versions of the paradox [84]: the original version due to HAWKING in 1976 [32], and a later,
more striking and robust version due to PAGE in 1993 [55]. We will mostly work with the
second version of the paradox.

We nevertheless begin with a short account of HAWKING’s earlier version in Section 3.1. In
Section 3.2 we then turn to the more modern version of the paradox. Section 3.3 addresses
a recent approach toward a solution, involving so-called replica wormholes. Finally, we sum-
marize the crucial ingredients of the paradox in Section 3.4, to facilitate the later discussion
of the paradox in the context of analogue gravity models in Section 5.

3.1 Hawking’s Version of the Paradox

We consider a black hole, evaporating due to Hawking radiation exhibited by some quantum
field, as represented in Figure 5. The main feature of the paradox can already be seen by
noting that the spacelike hypersurface s is not completely determined by the spacelike hy-
persurface X1: there are causal curves originating at the naked singularity X and reaching
Y5. Thus, between before the formation of the black hole (at the time of ¥;) and after its
complete evaporation (at the time of X5), predictability of physical processes is not guaran-
teed. HAWKING showed that under reasonable assumptions there is indeed a breakdown of
predictability [32].

We will consider black holes with zero angular momentum (J = 0) and no electric charge
(@ = 0). Our summary here is largely based on the account of the paradox given in [84].

Evolution of Quantum Fields. Assume that prior to the formation of the black hole
(i.e. on 1) the quantum field is in a given pure state.

According to the laws of quantum physics, we would expect for this state to evolve unitarily.
As soon as the horizon forms, one may split the state into two subsystems, split by the
horizon: the exterior, describing the field outside the horizon, and the interior of the black
hole, describing the field inside the black hole.

Now the information about the interior state can never leave the black hole due to the
horizon. This information is lost from the outside (at the latest once the black hole is
evaporated, but really it is never accessible to the outside once the black hole has formed).
To obtain the final state of the field outside we need to trace out the state which described
the interior after the evaporation is complete (i.e. on Xg).

Entanglement and Non-Unitary Evolution. Unitary evolution allows for entangle-
ment between the interior and exterior. And if entanglement has built up during the unitary
evolution, then taking the trace implies that the initially pure state has evolved into a mixed
state of the exterior, which after the black hole has disappeared describes the field on all of
spacetime.

We know from Section 2.5 that Hawking radiation on the exterior is indeed entangled with
the interior and thus itself in a mixed state. Thus, according to Proposition 0.13, the
exterior state has a non-zero entropy once evaporation completes. Since the state of the
field was originally pure, the entropy of the exterior state must have increased during black
hole formation and subsequent evaporation; and because one can understand entropy as
missing information [36], information has been lost in the process. Proposition 0.14 states
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that the entropy of a state is conserved if the evolution is unitary. Thus, we can conclude
that black hole formation and evaporation would be a non-unitary process, contradicting
the unitarity of quantum mechanics. We stress that the evolution of the entire state, i.e.
interior plus exterior, is still unitary; at least until the singularity, when the interior state
looses its meaning. But as seen from the outside, the process appears non-unitary.

Paradox. The paradox occurs as a conflict between the unitarity of quantum physics,
generally believed to be a hallmark of any quantum theory [43], on the one hand, and
the predictions of quantum field theory on a curved spacetime background in the form of
Hawking radiation. The paradox inherits its name from the increase in total entropy and thus
the loss of information in the process of black hole formation and subsequent evaporation.
But the consequent non-unitarity of this process is what really leads to the paradox.

Note that the argument can be extended to also include the black hole in the quantum
state, thus making the state describe the whole evaporation process. The outside-part of
the state then also includes the properties of the black hole seen from outside the horizon
(mass, angular momentum and charge, see Section 2.3). But these three classical pieces of
information are in no way enough to store the information of the quantum field within the
horizon, not to speak of whatever other information is needed to describe the inside of the
black hole. The evaporation is still non-unitary and information loss occurs.?”

There has been considerable criticism of HAWKING’s paradox, see e.g. [56] for a review of
the discussion surrounding the paradox. Perhaps most strikingly [84], we do not know the
physics around the naked singularity X, where quantum gravitational effects are expected
to dominate. This is one reason why we will not continue investigating HAWKING’s version
of the paradox and instead turn to the more modern version due to PAGE.

3.2 Page Curve Version of the Paradox

It was later found, following a paper by PAGE [55], that there is an even stronger version
of the paradox, occurring already when the black hole is still macroscopic, far away from
X and thus not needing any discussion of the potential naked singularity. We will cover
this version of the paradox here, and it will be the version discussed in Section 5 in light of
analogue gravity models.

Hilbert Space of an Evaporating Black Hole. Following [55], we assume that our
system is at all times described by a bipartite Hilbert space

H=Hy, @My, (3.1)

where Hy, is the Hilbert space describing the black hole and its interior, and H, describes
the radiation outside the black hole. Furthermore, we assume that if Hy; C Hp denotes
the subspace of black holes with mass near M then dim H.j; decreases as M decreases.
Finally, assume that at any given time, the state &1, of the black hole will be confined to
H..ns for some value of M, i.e. that it will be a density operator acting on H;, with support
contained in H.jps.

The last assumption simply reflects the fact that we are considering almost entirely classical
black holes which have very sharply but not perfectly defined mass M (hence the notation
~ M). And since mass loss due to Hawking radiation is very slow for most parts of the
evaporation (see (2.65)), we can take M to be changing only very slowly, allowing the state
to adapt adiabatically to the new mass. In fact, we can assume that our black hole is very
well described by a Schwarzschild black hole of mass M.%5

25This is how the paradox is for instance taken up in [55].
26 Admittedly, the definition of H. s is quite fuzzy: one could argue that a space much larger or smaller
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Thermodynamic, Coarse-Grained Black Hole Entropy and the Central Dogma.
Let us comment in detail why the second assumption above makes sense. Recall that

HTD,NM = logQ(dimHNM) (32)

(the meaning of “TD” will be clear soon) is the maximal entropy a state on H.ps can have,
and that it is reached for the completely mixed state

idHNM

Tm Ao (3.3)

T =

7 describes a situation where every state of mass ~ M is equally likely.

Turn to black hole thermodynamics for a moment. The black holes considered there are
completely classical (or at least in a regime such that their quantum nature is not apparent).
If the black hole and its interior really are described by a quantum state acting on a Hilbert
space Hy, then the laws of black hole thermodynamics must be a thermodynamic limit of
the microscopic, quantum laws describing the precise physics on Hi,. More precisely, since
the mass of classical (static) black holes is fixed, we expect the black hole be in a roughly
microcanonical regime [40]: the actual state of the black hole is unknown, but all states
with energy ~ M are equally likely, and states of other energies are very unlikely. Thus, we
expect a classical black hole, in the regime where black hole thermodynamics holds, to be
roughly in the state ;.

Consequently, the entropy Hrp ~am should reflect (up to a constant) the thermodynamic
entropy of a black hole (hence the choice of symbol). Now we expect thermodynamic en-
tropies to be extensive quantities [40], increasing monotonously with energy; and since the
black hole disappears at M = 0, we expect any thermodynamic entropy of the black hole
to also vanish at M = 0. Thus, we see that dim H. s should decrease as M decreases, and
H..ar should become nearly trivial at M = 0 (the exact behaviour there is not clear, due to
the uncertainty in mass AM in H. s, which becomes comparable to M as the black hole
disappears).

This argument is further strengthened by the fact that with the black hole entropy (2.56)
discussed in the previous section we really have a thermodynamic entropy for our black hole;
and indeed it has the property just described.

Let us make two remarks. Firstly, Hrp ~n is a so-called coarse-grained von Neumann
entropy: it is the von Neumann entropy, maximized over all quantum states which agree
(perhaps up to some degree of accuracy) on a small set of observables (so-called macroscopic
observables) [2]. Concretely, the states are black hole states 61 : Hy, — Hp and the only
macroscopic observable is the mass of the black hole. The maximization naturally leads us
to consider states on H. s, of which 7. has the largest entropy. Ordinary von Neumann
entropy is then called fine-grained entropy, to distinguish it from coarse-grained entropy.

Secondly, the presently discussed assumption (the second assumption above), refined by
the black hole entropy expression (2.56), is very closely related to the so-called central
dogma of black hole thermodynamics: a black hole of mass M as seen from the outside is
an ordinary quantum system with Hilbert space H.ps of dimension ~ 25 = 24U/4 yhich
evolves unitarily. Besides black hole thermodynamics, the central dogma is also supported
by results in certain approaches to quantum gravity (such as string theory with AdS/CFT

f3

correspondence). See [2] and sources therein for details.

Page Curve. PAGE [55] now considers the case where the entire evolution is unitary.
The crucial difference to the situation in the previous section is that the dimension of the

than H. s adequately describes a black hole of mass M. But as it turns out, this will not change the end
result, since we only really require that dim H .. s decreases as M decreases.
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relevant Hilbert space describing the black hole, i.e. dim H..ps, becomes very small as the
evaporation nears its end. Thus, there is simply not much possibility for entanglement
between the black hole and the exterior radiation towards the end of evaporation. So even
when we eventually trace out Hy,, we lose virtually nothing. In this setup, there is ideally
no information loss.>” %%

At any time, the state of the radiation &, : H, — H, can be obtained from the total state
6 : H — H by tracing out the black hole part:

& = trp(6). (3.4)

We assume that prior to the formation of the black hole the total state is pure, hence it will
remain pure during evaporation.

We can now ask how the entropy H(6;) evolves. For this we note that
H(6,) = H(6v) < logy(dimsupp é1,) = logy (dim H.uar). (3.5)

Here we have used Proposition 0.15 for the equality and then Proposition 0.13 for the
inequality. The last equality follows from our assumptions about black hole evaporation
above. Thus, H(4,) will eventually have to decrease, in line with entanglement decreasing
towards the end of evaporation.

With some further assumptions on the state 4., one can find a plausible form for the evolution
of H(6,). Namely, PAGE assumes that the total system is in a random pure state at any
time; the result will thus be a typicality result; it is qualitatively drawn in Figure 6.2 This
so-called Page curve initially rises with an almost constant rate, before suddenly stalling at
the Page time, and then falling as quickly as it rose. The initial rate is in fact maximal: at
early times, the emitted radiation is close to a maximally mixed state, and consequently no
information can escape the black hole.?’ Only after the turnaround will information come
out, and very quickly at that [34]. In what follows, we will only need the qualitative shape
of the curve; see [55] for details. Realistic page curves are computed in [57].

Hawking’s Prediction. We saw in Section 2.5 that independently of the black hole’s
previous history the escaping Hawking radiation should be completely entangled with the
inside of the black hole. Thus, at any time during evaporation, H(6,) should increase.
HAWKING’s prediction is qualitatively drawn as an additional line in Figure 6.

Paradox. At early times, the page curve reflects what we expect from HAWKING’s result:
the emitted radiation quanta are completely entangled with the interior and the entropy
H(6,) rises monotonously with a maximal rate. But come the page time, the page curve
diverges from this rise: at this time, the emitted radiation is no longer totally entangled with
the interior any more, and entanglement starts to decrease, until the end of the evaporation.

On the one hand, we have the qualitative shape of the page curve, in particular its eventual
decline forced upon us by the decreasing thermodynamic entropy Hrp ~ar of the black

271deally, because the argument of shrinking dim H.. s as M decreases reaches its limits when M ~ AM,
where AM is the uncertainty in mass. But even now, only a very small amount of information is potentially
lost; this is not so bad, since after all we do not have a theory of quantum gravity available to describe this
regime.

28The goal of PAGE’s paper [55] was not to uncover a new version of the paradox (although this ended up
happening), but to provide an argument for how information could be conserved by not coming out of the
black hole until much time has passed, in a way that previous perturbative methods could not rule out.

29Note that another typicality argument, HAYDEN’s and PRESKILL’s random unitaries [34] gives a compa-
rable result.

30This shows that indeed information conservation is possible, even if initially no information escapes,
which was the goal of PAGE’s paper [55).
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Figure 6: The Page curve version of the black hole information loss paradox.

Green curve: qualitative evolution of the von Neumann entropy H(6;) of escaping
Hawking radiation during evaporation, as predicted by HAWKING. Red curve:
qualitative evolution of the thermodynamic entropy .S of the black hole. Blue curve
(page curve): qualitative evolution of the von Neumann entropy H(4,) assuming
that at early times HAWKING’s prediction holds true, but information is eventually
conserved. PAGE’s argument reproduces the Page curve (possibly with a different
initial slope, since the argument does not take into account the precise mixed state
of Hawking radiation).

The page curve version of the black hole information loss paradox occurs as a
conflict between the green and red curves: H(6,) should be bounded by S while
simultaneously following Hawking’s prediction.

The rough shape of the Page curve is inspired by the exact plot in [55];
there, the time axis is the thermodynamic entropy of the radiation, defined as
log, (dim supp 6;).

hole (for concreteness, take the entropy (2.56)) and the requirement of unitarity throughout
the evaporation process. On the other hand, we have HAWKING’s prediction of Hawking
radiation, based on quantum field theory in curved spacetime, which implies that H(6,)
should increase monotonically until the black hole has evaporated completely. This is the
page curve version of the black hole information loss paradoz. 1t is a contradiction between
the predictions of quantum field theory in curved spacetime and the predictions of black
hole thermodynamics in form of thermodynamic black hole entropy [84].>! Importantly, the
paradox already occurs roughly halfway through evaporation, around the Page time, where
the black hole is still macroscopic such that quantum field theory on curved spacetime can
be trusted; we can discuss the paradox without ever having to invoke the presumed naked
singularity X in Figure 5. In this sense, the Page curve version of the paradox is much more
poignant than HAWKING’s version of the paradox.

Possible Solutions. Since we will be preoccupied with discussing whether one can state
the paradox or even find a context for it in analogue models, we will not need to go into much
detail about arguments for and against the two conflicting views involved in the paradox.
Instead, we only give a brief overview of possible solutions, with one potential solution,
replica wormholes, considered in some more depth.

3INote that one can even go further and argue for black hole statistical mechanics instead of just black
hole thermodynamics [83] [84].
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Two main types of solutions to the paradox come to mind [84]:

1. The emitted Hawking radiation is not completely entangled with the interior at late
times; this would mean that Hawking radiation must be dependent on the history of
the black hole. The methods of quantum field theory in curved spacetime used in
Section 2.5 would thus have to be amended. In short, “the green curve in the figure is
wrong”.

2. The maximum entropy of the black hole system does not decrease in the way predicted
by thermodynamics; in particular, black hole entropy (2.56) is not an upper bound
for von Neumann entropy of the black hole. This would mean revising our idea of
black hole thermodynamics.?? One way in which this could happen, is if black hole
thermodynamics as seen from outside the horizon does not reflect the interior, micro-
scopic dynamics of the black hole; but then black hole thermodynamics could hardly
be called “thermodynamics” (this could for instance happen, if large amounts of infor-
mation can be stored inside the black hole, in things like baby universes or so-called
bags of gold [84]). In short, “the red curve in the Figure is wrong”.

Both of the above solutions are ultimately based on the split (3.1) of the total Hilbert H
space into black hole interior H}, and escaping radiation H,, or more precisely the split
of the currently relevant subspace of H into escaping radiation and black hole of mass M
H-.pr- Other solutions are potentially thinkable if this split is critically reevaluated. We
will mention a recent such approach in the next section.

3.3 A Recent Approach to a Solution: Replica Wormbholes

Let us briefly mention a recent (2019 — 2021) and remarkable effort due to PENNINGTON,
SHENKER, STANFORD, YANG, ALMHEIRI, HARTMAN, MALDACENA, SHAGHOULIAN, TAJDINI
and others [59] [1] [2], which suggests a reinterpretation of the split (3.1); it however assumes
that such a split is possible. This section will only be a very brief account without derivations
and detailed explanations, mostly based on [2].

Gravitational Path Integrals and Replica Wormholes. One way to compute the
entropy H(p) of a quantum state p (we use p since & will be reserved for the state of black
hole plus escaping radiation, as in the previous section) is the so-called replica trick [2]:

H(p) = (1 —ndp)logy tr(p")|n=1- (3.6)

Here it is understood that log, tr(p™) is analytically continued to any real n > 1. That this
trick works can be readily checked by writing tr(p™) as the sum over the n-th powers of
eigenvalues of p, and then using tr(p) = 1. This trick is called the replica trick, since p™ can
be seen as n “replicas” of the state p multiplied together.

It is now possible to write tr(p") = tr(p®"4,) as an expectation value of a specific observable
T, in the n-fold tensor product state p®™. We can attempt to compute this expectation value
using path integrals with certain boundary conditions. We will not review path integrals here,
see e.g. [65] for a general introduction and [68] for an introduction to path integrals in the
context of black holes. Importantly, the boundary conditions of the path integral are enough
for the computation, and one does not need the actual state p; the missing information is
essentially “filled in” appropriately by the path integral. Roughly speaking because p&"
is a product of identical factors, the boundary conditions is a set of n identical copies of
boundary conditions, essentially one for each factor in p®"; for rigorous explanations, see
[59].

32 And revising black hole statistical mechanics [83] [84].

49



In our case p is the state of the radiation 6., and the boundary conditions are n copies of
the field configuration together with the spacetime geometry at infinity.

In full quantum gravity, the path integral is expected to run over all spacetime geometries
compatible with the boundary conditions (including potentially different topologies). But
we do not have a full theory of quantum gravity, so we take a semi-classical approach, where
instead of integrating over spacetime configurations, we only sum over those configurations
whose action is stationary; these are essentially the classically allowed spacetime configu-
rations given the boundary conditions. This makes sense, since it is known [65] that in
the classical limit the dominant contributions to a path integral come from these classical
contributions. But in order to treat the field quantum-mechanically, we keep the integration
over all configurations of the field, despite only summing over classically allowed spacetime
configurations.

Crucially, there could be more than one classically allowed spacetime configuration, as il-
lustrated in Figure 7. Besides the most obvious geometry, where each boundary condition
receives its own black hole, there is also a geometry where all boundary conditions receive
a black hole, whose interiors are connected. This connection is called a replica wormhole.
There are other classical geometries where only some black holes are interconnected. All
contributions contribute with different weights to the path integral. See [59]

Q@Qo

(a)

Figure 7: Qualitative representations of some classically allowed spacetime geome-
tries involved in the computation of the path integral for tr(62). The three copies
of the boundary conditions are schematically represented in red, and the spacetime
geometry satisfying these conditions is indicated in grey. (a) Hawking saddle con-
tribution: each boundary condition receives its own spacetime, with one black hole.
The event horizons are not indicated, but can be thought of as lines parallel to the
boundary conditions, slightly inset. (b) Replica wormhole contribution with all
boundaries sharing a single spacetime, connected through wormholes in the black
hole interiors. (¢) Another replica wormhole contribution, where only two of the
black holes are connected.

These diagrams are inspired by the ones in [59]; there, the different elements carry
additional technical meaning.

The replica wormhole geometries are responsible for generating the correct Page curve (qual-
itatively like the blue curve in Figure 6); if we only take the simplest geometry without
wormholes, the so-called Hawking saddle®’, we obtain HAWKING’s prediction (the green
curve in Figure 6).

Interestingly, the path integral does not actually quite compute tr(6®"4,) in the case n > 1,
since the n boundary conditions in the presence of replica wormholes naturally give rise to
states which are not necessarily n-fold tensor products. The difference between tr(62"%,)
and the quantity actually computed with path integrals has recently been interpreted quan-
tum information-theoretically as leaving out or including reference information [68]. The
exact physical nature of this reference information is not completely understood, although

33«Saddle” refers to classical geometries being stationary points of the gravitational action.
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it has been connected to the typicality arguments of [55] and [34], see [68].%!

Island Formula for von Neumann Entropy. The result of the replica wormhole cal-
culations is the so-called island formula (see [59] [1] [2], and sources therein). It computes

the entropy H(6,):
1(60) = min foxt (A2 4 1a.20) ). (37)

Let us explain the different objects contained in the equation.

Q is a two-dimensional hypersurface®’, which can be completely inside the event horizon;
A(Q) is its area (defined in the same way as event horizon area). X is a three-dimensional®®
hypersurface bounded by @ and by the intersection with some cut-off surface outside the
event horizon. The “time” at which ¥¢ intersects the cut-off surface tells us when H(6,)
will be evaluated Importantly, ¥ may be disconnected, with one part Eg‘d' stretching from
the cut-off surface to infinity, and with one part ZiQ only bounded by Q); this second part is
called the island. These regions are illustrated in Figure 8.

singularity
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Figure 8: Typical configuration of cut-off surface, the quantum extremal surface
@, and Xq (split into two connected components EiQ for the island, and Eg‘d‘ for
the external radiation). We can think of @) as a topological sphere at the instant
in “time” defined by ¥g. The island EiQ is then the interior space of this sphere.
Similarly, the intersection of ¥g and the cut-off surface is such a sphere, and the
connected component Z‘Sd' disconnected from the island would then be the exterior
space of this sphere, stretching to infinity.

H;._1.(2¢) is the so-called semi-classical entropy on Xg: it is the entropy of the quantum
state of the matter fields and potentially of gravitational waves in the semi-classical regime
(i.e. fixed spacetime with small amplitude, quantized gravitational waves), in the region 3.

34 At the time of planning for this semester project, it was not very clear or at least not explicitly discussed
how much analogue gravity could contribute to the issue of the black hole information loss paradox, and
by extension possibly and eventually also to the issue of reference information. Thus, the idea of this work
was born: to find out or report on whether black hole information loss can be discussed in the context of
analogue models.

35More generally, its codimension is two.

36More generally, codimension one.
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The island formula instructs us to find ) and X such that the expression in round brackets
is extremal; @ is thus called the quantum extremal surface.®” Finally, we must take the
minimum in case there are multiple extremal candidates for Q.

Increasing the island has two effects in the island formula: firstly, the term with A(Q)
increases; secondly, the semi-classical state on ¥ receives more contributions from radiation
within the black hole, which is entangled with radiation outside the black hole, and thus
the state becomes purer, decreasing Hg 1 (X¢). Thus, a trade-off has to be found. At early
times, there is almost no entangled radiation and thus the increase in A(H) cannot be offset
by the decrease in Hy 1. (Xq).

As it turns out, the island vanishes for this reason roughly until the Page time, and thus the
entropy is just given by HS._CI,(EE}d'), following HAWKING’s prediction. Around the page
time, the island becomes relevant, eventually reproducing the Page curve (recall Figure 6).
For details, see [2] and references therein.

Finally, we note that the island formula is quite general as it applies to many gravitating
systems. It can for instance be modified to give the black hole entropy H(6}); one finds
that this entropy too follows a page curve, as expected [2]. However, explicit expressions for
the entropies in the semi-classical regime, let alone in the context of the full path integral,
have thus far only been obtained in simplified theories of gravity, not in general relativity
[59] [1] [2].

Reinterpretation of the Hilbert Space Split. Remarkably, the island formula provides
the fine-grained entropy of radiation (and of the black hole), without knowledge of the actual
quantum state; because of this, the formula has been called an “oracle” [47]. Nevertheless,
one can attempt a qualitative interpretation of these states.

Interestingly, the entropy H(4,) computed by the formula (3.7), has contributions from the
radiation outside the horizon (the part of Hy.1.(Xg) coming from the connected compo-
nent of ¥ outside the horizon) but also from the radiation inside the horizon (the part of
Hg_a1.(X@) from the island) and from the area of the quantum extremal surface (). This
seems to suggest that while the split (3.1) of the Hilbert space H = Hp, ® H, into two parts
holds, the two parts are not what we might naively think: concretely, the radiation part
seems to also contain contributions which we would naively have attributed to Hy. Particu-
larly, the term A(Q)/4 on the right-hand side of the island formula (3.7), a truly geometric
term, could further signify that a part of the geometry of spacetime is to be interpreted as
actually a part of the radiation state &,.

This idea can be made precise with so-called entanglement wedges; they describe the region
of the black hole which is completely determined by the interior part of ¥g. At early times,
the entanglement wedge is non-existent and &, indeed contains only radiation outside the
black hole; around the page time, (Q becomes non-degenerate and the wedge forms, growing
from there until it encompasses almost the entire black hole region shortly before total
evaporation. For details, see [2] and sources therein.

3.4 Anatomy of the Paradox

In Section 5 we will see whether the information loss paradox can be discussed in the context
of analogue gravity models. In preparation for this, it will be useful to gather the crucial
ingredients leading to the paradox.

37In [2], the quantum extremal surface is denoted by X. We chose not to use this notation because the
naked singularity at the end of evaporation is already called X.
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Anatomy. As we have seen in Section 3.2, the Page curve version of the black hole in-
formation loss paradox is a clash between the von Neumann entropy H(8,) of the escaping
Hawking radiation and the thermodynamic entropy S of the black hole. Thus, we are lead
to define the following:

A context, in which black hole information loss can be reasonably discussed, requires
the following notions:

1. A notion of outgoing Hawking radiation and correspondingly the von Neumann
entropy H (6,) of the radiation state at any time.

2. A notion of black hole entropy.

Let us make a few remarks on how this definition should be interpreted:

1. A “context” can be any part of any physical system. Particularly, we will be interested
in analogue gravity models as contexts.

2. The notion of black hole entropy can be a thermodynamic (coarse-grained) one, such
as the black hole entropy S in (2.56) in the actual information loss paradox in general
relativity. Or it could be a von Neumann (fine-grained) entropy, as in the proposed
solution approach we saw in Section 3.3.

3. If the black hole entropy is a coarse-grained entropy, it is merely an upper bound for
the fine-grained black hole entropy (assuming that it eventually exists in some more
advanced theory). To still be able to talk about whether a Page-curve type paradox
occurs (recall Figure 6), the entropy of the radiation must be fine-grained: for if both
the entropies of radiation and black hole were coarse-grained and thus upper bounds,
no simple statement could be made. We therefore always want a fine-grained entropy
for the radiation.

4. There are other, more basic requirements which we did not mention: for instance the
context must have a notion of what “outgoing” means, and we need a notion of time.
But since these will be automatically present in analogue models, which is our context
of interest, we do not state them in the above definition.

Back-Reaction? On first sight, it might seem that we have forgotten back-reaction (recall
Section 2.6) in Definition 3.1. After all, without back-reaction, the black hole mass and thus
thermodynamic entropy never decreases.

But even if the mass of the black hole is constant, then the paradox still occurs: HAWK-
ING’s result still predicts a monotonously increasing radiation entropy, which will eventually
surpass the now constant black hole thermodynamic entropy. This situation is depicted in
Figure 9. Thus, back-reaction is not necessary to state the paradox.

It is interesting to note, that even in contexts with back-reaction present, we can artificially
feed the black hole with matter of our choice in order to keep the black hole mass and
thermodynamic entropy constant. The information loss paradox can be discussed in that
context [17].

53



aentropy of radiation

thermodynamic o

bh. entropy S

modified Page curve

; > time
Page time

Figure 9: Page curve version of the paradox with no back-reaction. The thermo-
dynamic entropy of the black hole entropy remains constant. Nevertheless, the
paradox still occurs when the entropy of the radiation has increased enough. To
prevent information loss, the radiation entropy should follow a modified page curve.
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4 Analogue Gravity

Analogue gravity models are the second main topic of this work. All we needed so far of
them were some of their basic properties introduced in Section 1, especially the form of
fluid-flow metrics encountered in the context of fluid-flow analogue models. Recall that we
are mostly interested in fluid-flow analogue models, since they readily allow for apparent
horizons.

We will now properly introduce analogue gravity models, starting with general classical
models in Section 4.1. In Section 4.2 we then derive one of the most important classical
models: the fluid-flow analogue model of linear sound. In Section 4.3 we will encounter
another important example, this time of a quantum fluid-flow analogue model: linear sound
in a Bose-Einstein condensate. We then discuss a central limitation of fluid-flow analogue
models in Section 4.4: the fact that they must obey some sort of continuity equation makes
it impossible to perfectly model Schwarzschild spacetime. Finally, we briefly encounter
without derivation also in Section 4.3 the fully quantum model of sound in a Bose-Einstein
condensate introduced by [45] [46], as an example of fully quantum-mechanical analogue
models which do not come from quantizing a classical model.

Note that the present treatment of analogue gravity focuses mainly on fluid-flow analogue
models, with classical or quantum sound propagation, since they are the simplest relevant
models appropriate for describing horizons. There are however many more complex models,
such as the fully quantum one in Section 4.3, which also have this capability. While we
simply cannot treat all models here due to their sheer variety, we will already be able to
arrive at some conclusions about more general models from considering the models treated
here. For more complete treatments of analogue gravity, see [7], [53] and [78].

4.1 General Classical Models

As mentioned above, there is an enormous wealth of analogue gravity models; this is true
even when only considering classical models. We show here that classical analogue gravity
models occur quite generally when considering scalar fields obeying a local principle of least
action leading to wave propagation.

Hyperbolic Partial Differential Equations. We wish to study scalar fields that allow
for wave propagation. A useful class of partial differential equations (PDEs) with this
property are linear hyperbolic PDFEs:

Let D be a linear partial differential operator acting on the scalar field ¢, with at
most second derivatives, i.e.

Dy = h9,0,6+ 0(09), (4.1)

where we may always choose h*" to be symmetric. We say that D is hyperbolic, if
the signature of A*” is — + ++. We then also call the PDE D¢ = 0 hyperbolic.

Note that the case of signature + — —— can trivially be turned into — + ++ without
changing the physics by multiplying the PDE with a factor of —1.

Of particular physical interest are PDEs set in flat spacetime; i.e. defined on a subset
Q C R x R4, where the first factor is time and the second is d-dimensional space. With this
we choose a preferred inertial reference frame.
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We have not yet restricted the direction in spacetime in which h*" is negative definite (i.e.
the reason for the — in the signature). In light of the following lemma it makes sense to
only consider hyperbolic PDEs such that

R <0, h¥>0fori=1,2,3. (4.2)

These PDEs are interesting, because they yield wave-like solutions: information about per-
turbations in the field propagates at a finite speed. Equivalently, a field vanishing (¢ = 0,
0,,¢ = 0) in some subset of space remains zero at least for a finite amount of time until
potential disturbances from outside had the time to reach the region of interest. Formally:

Lemma 4.2: Finite Propagation Speed for Linear Hyperbolic PDEs

Let D¢ = 0 be a linear hyperbolic PDE defined on the domain 2. For the purpose of
this lemma we call a vector £ at some point of our domain h*¥ -timelike, if h*" & uo <
0, and h*”-spacelike, if h*"¢, €, > 0.

Let pe U C ¥ C Q, where U is open in some h*”-spacelike hypersurface 3. Assume
¢»=0and 9,¢6=0o0nU.

Then, if ¢ is a regular, h*”-timelike curve through p and parametrized by ¢t with
¢(0) = p, there exists € > 0 such that ¢(c(t)) = 0 for |t| < e.

So if we require (4.2), a particular set of regular h*”-timelike curves are the integral curves of
the time coordinate vector field (the “flow of time” in our chosen reference frame); further-
more, surfaces of constant time (“space at an instant” in our frame) make valid candidates
for . The lemma then implies that in the chosen reference frame information carried by
the field ¢ has a finite propagation speed.

Note that while the coordinate basis vectors are h*”-timelike (-spacelike) if and only if they
are timelike (spacelike) due to (4.2), this is not necessarily true for all vectors. Thus, there
might exist observers, for which solutions do not appear as propagating waves at all. This
is no problem, since our PDE must in no way be Lorentz-invariant.

Lemma 4.2 follows from Proposition 8.1 of [72]; let us give a short account of its proof and
consequence here. There, roughly speaking, the PDE is first converted into a PDE in curved
spacetime with inverse metric density h*” = \/m g"”, thus replacing notions of timelike
and spacelike with h*”-timelike and h*”-spacelike. This is also the first hint at a possible
analogue model. One can then derive an energy estimate (for an appropriately defined
notion of energy, quadratic and positive definite in 9, ¢) in a spacetime volume enclosed by
two spacelike hypersurfaces (in the curved spacetime, corresponding to h**-spacelike in our
terminology), based only on initial data given on the past hypersurface; this is the content
of Proposition 8.1 in [72]. From there it follows that the energy remains zero for a finite
amount of time after the field vanished, in the way described in the lemma above. Since
energy is quadratic and positive definite in the field derivatives, and the spacetime region as
well as the hypersurfaces are arbitrary, it follows that the field must remain constant for a
finite time (along timelike curves in curved spacetime, i.e. along h*”-timelike curves in our
terminology). Given the initial conditions, the field must vanish for a finite amount of time.

Lagrangian Formulation. Let us further restrict ourselves to PDEs which follow from
a local principle of least action, since those are even easier to work with and still very
general. We assume that the PDE follows from §S = 0, where S = [d*z £ is the action
and £ the Lagrangian density. Since we want our PDEs to be linear, £ can at most contain
terms quadratic in the field ¢ and/or its derivatives. Furthermore, since the PDE is to be
hyperbolic and thus second order, we can have at most first derivatives of ¢ in £. The most
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general Lagrangian density is thus
1 ., 1
L= 3h"(0,0)(0,6) + A*(0,8)0 — 3 BS + Fé— G0, 6, (43)

where h*”, A F and G* are arbitrary functions, and h*¥ is without loss of generality
symmetric. The field equations are the Euler-Lagrange equations:

9, (8(‘;—20 - ‘2—; =0, (4.4)

0, (W, 0) + (9, A") + Bl = F + 9,G". (4.5)

Note that it is émpossible to obtain a term of the form C*9, ¢ in the PDE, with C* arbitrary
functions; the best we can hope for is the term (8H h#*)9,, ¢ resulting from rewriting the first
term in the PDE (4.5), but it is not independent of the term quadratic in 9, ¢. This simple
consequence of the Euler-Lagrange equations will have important implications for analogue
models further down. Note also that the last term in the Lagrangian density is largely
useless, since its effects can be replicated by the second-to-last term.

yielding

Finally, we note that our requirements of hyperbolicity as well as (4.2) above directly trans-
late to requirements on the functions A*” in the Lagrangian density, hence the choice of
symbol for the first term in the Lagrangian density.

Analogue Models. The first term in (4.5) resembles the d’Alambertian O (i.e. the wave
operator) in curved spacetime: given a metric g, it is defined as

1
0:=——0 g ). 4.6
\/m a ( |g|g b) ( )

This leads us to the following result:

Theorem 4.3: Classical Analogue Model from Linear Hyperbolic Lagrangian PDE

Consider the Lagrangian density

L= Sh¥(0,6)(0,6) + A"(3,0)6 — 5B + F (@7)

leading to a linear, hyperbolic field equation for the scalar field ¢, as described above.
Assume that the dimension of space satisfies d > 1.

This field equation is then mathematically identical to the field equation

O + ——((8, A") + Blé = —— (4.8)

Vgl Vgl

where O is the d’Alambertian (4.6) in the curved spacetime with inverse metric

g =n"//lgl, gl =|detg,,| = |det h*|¥/ (@71 (4.9)

In other words: the original linear hyperbolic PDE in flat spacetime can be seen as
a Klein-Gordon equation in curved spacetime, with general mass and source terms,
both potentially depending on spacetime position.

Proof. We begin by identifying h*¥ =: \/|g| g"¥. Taking the absolute value of the deter-
minant on both sides yields |det h*| = |g|~1+%/2+1/2 that is, |g| = |det h*|?/(4=1) To
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recover the full d’Alambert operator (4.6) in the first term of the field equation, we divide
(4.5) by +/lgl- Note that |g| # 0, because det h*” # 0, which in turn follows from our
assumption of the signature of h*". O

Theorem 4.3 can be roughly used in two ways:

1. One may choose a Klein-Gordon equation of interest, with some general mass and
source terms in some curved spacetime with chosen coordinate system, and rewrite
it as a hyperbolic PDE in flat spacetime. Furthermore, one may be interested to
see whether there exist known physical systems in flat spacetime which implement
this PDE. Such systems are commonly called analogue gravity models. They are of
prime experimental interest, since they may be implemented in a lab, while arbitrarily
curved spacetimes cannot. It should be noted that, strictly speaking, these analogue
models are not (despite the name) analogies for the dynamics of gravity, the Einstein
equations, but merely of the Klein-Gordon equation in the already fixed curvature
background.

2. Of course one may also use the theorem in the direction we have stated it. That is, we
begin with a hyperbolic Lagrangian PDE and arrive at some Klein-Gordon equation in
some curved spacetime, in the coordinates inherited from the theorem. Of course, one
may then impose diffeomorphism invariance and switch to another coordinate system,
where the equation is easier to solve. Turning PDEs into Klein-Gordon equations in
curved spacetime is even useful for the purely mathematical study of PDEs (as is done
in [72]).

Although we have imposed various constraints on our PDE (linearity, hyperbolicity, con-
dition (4.2), obeying an action principle), we argue that we have not greatly reduced the
number of physically interesting PDEs that fulfil the requirements for Theorem 4.3:

1. Assuming hyperbolicity and (4.2) of course limits us to PDEs with wave-like solutions.
But such PDEs are still very common in physics: e.g. sound waves in fluids and solids,
electromagnetic waves, etc.

2. Linearity restricts us to even simpler wave equations. Nevertheless, many fundamental
systems exhibit linear behaviour. And small excitations can be approximated as linear
phenomena.

3. Any PDE lending itself to quantization should be derivable from an action principle,
because quantization generally involves a Lagrangian or Hamiltonian formulation of
the classical system [43] [65]. Many interesting PDEs are of course quantizable, thus
we should have no shortage of PDEs from which we can construct analogue models.
And when studying quantized Klein-Gordon equations on curved spacetimes through
analogue models, the analogue model must be quantizable and the assumption of an
action principle is anyway required. Quantizable systems are exactly what we are
interested in when studying Hawking radiation.

One can also ask more generally when a given PDE follows from an action principle.
This question is the inverse problem of Lagrangian field theory.>® We will not discuss
it further.

With these arguments in mind, Theorem 4.3 shows that we should not be too surprised
by the existence of analogue models. And if we also allow more complicated models not
described by the theorem (such as coupled scalar fields, complex scalar fields, vectors fields,
etc.), we are lead to expect a large wealth of analogue models; this is indeed the case [7],
[53], [78].

38The corresponding problem for Lagrangian mechanics (only time as independent variable instead of
position and time) has been solved [22].
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But let us remark that while Theorem 4.3 is very general and captures a large class of
scalar field analogue models, it is not the most useful way to explicitly construct analogue
models: one usually works with the field equations of the analogue system directly, instead
of the Lagrangian. See [7] and [53] for extensive treatments of models constructed in this
way. We introduced analogue models via Theorem 4.3, since we wish to keep the discussion
more general. Note that a discussion similar to ours can be found in [6]. There the focus
lies on hyperbolic PDEs obtained from a general Lagrangian through linearization around a
solution; once linearized, methods similar to our theorem are used. In the Sections 4.2 and
4.3 we will see examples of such linearizations followed by an application of the theorem.

Mass- and Sourceless Models, Gauge Invariance. We often do not want a general
Klein-Gordon equation, but one with specific mass and source terms; particularly interesting
are analogue models describing the mass- and sourceless Klein-Gordon equation

O¢ =0 (4.10)

in some given curved spacetime. For this we need [(9,A*) + B]/\/|g| = 0 and F/+/|g| = 0,
i.e. the mass and source terms must vanish.

Let us investigate the direct meaning of the mass and source terms: The term 9, A" stems
from the term A"(@H @)¢ in the Lagrangian density. Such a term requires a distinguished
direction in the analogue system, providing A*; the analogue system must be anisotropic. It
must also be inhomogeneous, since otherwise A* is constant, i.e. 9, A" = 0. To summarize:
0, A" may be non-zero in inhomogeneous, anisotropic systems, which is often the case for
analogue model systems (for instance the flowing fluids of the next section). B arises from
—B¢?/2, the mass term of the analogue system. Overall, there seems to be no simple
condition for masslessness. The source term F/4/[g| in the Klein-Gordon equation follows
from the source term F'¢ in the analogue system Lagrangian and the induced metric. The
source term in the Klein-Gordon equation vanishes if and only if it vanishes in the analogue
system.

But there is a simpler condition for the mass term to vanish: if ¢ possesses the Gauge
freedom

&~ b+ ¢, & = const, (4.11)
then a non-zero mass term would be unphysical and thus cannot occur. So a very useful
way of constructing massless analogue models using Theorem 4.3 is to only consider systems
with such a gauge freedom; to our best knowledge, this method has not been used before.
It has the potential of providing a very simple and intuitive reason for why certain analogue
models are massless. We will apply it to the models of the Sections 4.2 and 4.3.

Dimension. An interesting observation is the condition d > 1 in the theorem. In the case
d = 1 the decomposition h*" = \/m gM¥ fails since the equality can only hold up to a factor,
and g"” is also fixed only up to a factor. Another way of seeing this is to note that with
d = 1, the expression \/m 9" becomes conformally invariant (if g"” scales by a conformal
factor of x, then \/m scales by a factor of x~1).

Einsteinian Dynamics? The name “analogue gravity model” is slightly misleading, be-
cause these models really are models of Klein-Gordon fields in curved spacetime, and not of
gravity itself.

Importantly, analogue models only provide a metric as a background for the Klein-Gordon
field to evolve on, but do not model the dynamics of the metric, i.e. the Einstein field
equations (0.1) [7, Section 7.4]. The dynamics inherent in the model (such as the continuity
and Euler equations for a fluid) rather have the effect of placing constraints (with usually
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no gravitational meaning) on the metrics achievable by the Model. We will see an example
of this in Section 4.4.

We should note that to our knowledge two instances of analogue models (albeit very complex
ones) have been able to reproduce the Einsteinian dynamics at least partially. For one, it
is possible to model the dynamics of certain near-extremal Reissner-Nordstrom black holes
(Kerr-Newman black holes with J = 0) [4] [5]; see also [7, Section 7.1] and sources therein.
For the other, an Einstein-Hilbert action term was shown to occur [78] in certain phases of
Fermi-liquids such as *He; however problems occur. See also [7, Section 7.8] and sources
therein.

4.2 Linear Sound in Irrotational, Barotropic, Perfect Fluids

As stated in Section 1.2, we here derive the classical fluid-flow analogue model discovered
by UNRUH [74] and VISSER [75]. For this, we consider the propagation of sound in an
irrotational, barotropic, perfect fluid.

This model, like most, is most straightforwardly derived directly from rearranging the equa-
tions of motion of the analogue system, the fluid equations in this case. But this relatively
standard approach is not very intuitive: it does not reveal why at the end one would expect
an analogue model for the mass- and sourceless Klein-Gordon equation to come out; instead,
some terms almost “magically” cancel to give the final result. We will therefore employ the
method explained in the previous section and use Theorem 4.3 together with gauge freedom
present in the system to derive the analogue model.

Fluid Description. Consider a fluid described by the local flow velocity v(t,x), density
p(t,x) and pressure p(t,x), flowing in d spatial dimensions. The pressure is given by the
barotropic equation of state

p=p(p). (4.12)
We will also allow an external potential force f(t,x) = —p(t,x) VU (t,x) (such as gravity)
to act on the fluid. That the fluid is irrotational means that we can introduce the wvelocity
potential ® and write

v=:-Vo. (4.13)
In the cases d = 2 and d = 3 this is equivalent to V x v = 0, hence the name “irrotational”.
Note that the velocity potential has the gauge freedom

D~ D+ f(1), (4.14)

where f is a function of time only, because such changes to ® do not change the velocity
field v and thus the physics of the fluid.

For later we note that this fluid obeys the continuity equation (enforcing the conservation
of mass)

dp B
a5 +V-(pv)=0 (4.15)

and the Euler equation (enforcing the conservation of momentum)

d
0 0
a(pv) + E @(pvvk) +Vp=—pVU. (4.16)
k=1

Since we also deal with spacetime coordinates, it is important to note that 9; = 9/9; is the
time derivative without factor of ¢, i.e. 3; = c¢dy. For irrotational flows, the Euler equation
is commonly rewritten as the Bernoulli equation:

——+1(V<I>)2+P+U—0 P( )-—/pl@( " dp' (4.17)
5 =0, A TA A .
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Importantly, this rewriting forces us to partially fix the gauge ® ~» ® + f(¢), with a function
f whose derivative f’(¢) is fixed. Thus, the remaining gauge freedom is

Do D+ D, (4.18)

where ® is a constant.

For an extensive treatment of fluid dynamics including the derivation of these equations, see
for instance [39].

Linear Sound. We will be interested in sound, that is, solutions (®, p) of (4.15) and (4.17)
(or alternatively of (4.16)) which are small perturbations around another given solution
(®o, po), the so-called background flow. For this we write

(I):(I)()—FE(IH, p=p0—|—6p1, (419)

with a small perturbation parameter ¢ < 1. The perturbations ®, p; describe the propa-
gation of sound on top of the background flow.

Expanding the fluid equations in powers of ¢ gives the equations of sound propagation.
Taking only terms of first order in € gives the equations of linear sound; these are a good
approximation, if € is small (faint sound) as we have assumed. In the case ¢ ~ 1 (loud
sound), the approximation breaks down, and the distinction between background flow and
sound blurs out.

Fetter-Walecka Lagrangian. The method of obtaining linear sound equations described
just above is the one most often employed (see e.g. [74], [75], [7], [53] in the context of
analogue models and [39] in the context of general fluid dynamics). But especially when
constructing analogue models, this method does not provide much insight and does not
explain why the resulting Klein-Gordon equation is mass- and sourceless. We instead wish
to use the more intuitive approach of applying Theorem 4.3 and hopefully using the gauge
invariance of ®. We thus need a (much less common) Lagrangian approach to fluid dynamics.

While it is possible to describe the fluid by considering infinitely many infinitesimal fluid
elements as a limiting case of a multi-particle system and construct a Lagrangian density in
this way [50], a more exotic approach fits our use-case better: we consider a version of the
Fetter-Walecka Lagrangian density [25]

o 1 p
e R TA L L (4.20)

where the action S = [d*zL is to be varied in ® and p.
The Euler-Lagrange equation (4.4) for ® yields the continuity equation (4.15):

ap B
5~V (pVe) =0, (4.21)

From the Euler-Lagrange equation for p we obtain the Bernoulli equation (4.17):

0P

o~ J(VO) — P(p) ~ U =, (122)

So the Lagrangian density (4.20) really gives the correct fluid equations.

Lagrangian Description of Linear Sound. Assume that the background flow &y and
po is given and is a solution of the fluid equations. To derive equations for ®; and p;, we
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require that the full fields ®, p are also a solution of the fluid equations. For this, we insert
the decomposition (4.19) into the Lagrangian density (4.20) and vary the action with respect
to ®; and p;.

So that we can easily read off the linear sound equations, we also expand L in powers of
before varying:

0P o 1
L= [:() +e |:p()at1 + plT: - po(V<I>o) . (V<I>1) — ipl(v(ﬁo)Q — P(po)p1 — plU:|
0P 1 110p
+ &2 [platl - §P0(V‘I’1)2 —p1(V®) - (V1) — 2p08p(p0)p§]

with Ly a constant, and we have used

3 () = - L) (1.21)

in the second line. At first order in € the variation of the action with respect to ®; and p;
simply asserts that ®g, po is a solution. The linear sound equations must thus emerge at
the next higher order. Varying the term in the action coming from the Lagrangian term
quadratic in ¢ yields the equations

Ip1

5 V- (poV®1 + p1 V) =0 (4.25)
(from varying ®;) and
@—(Vcﬁ) (V@)fiaz =0 (4.26)
ot 0 1 % p1 =V .
(from varying p;1). Here we have introduced the speed of sound o:
0
o2 = ai;(po). (4.27)

Its meaning will become clear further down.

Equations (4.25) and (4.26) are the equations of linear sound. We note that one can solve for
p1 in (4.26), insert into (4.25), and thus obtain a linear, second order PDE for ®; alone, the
so-called linear sound equation. This fact can already be deduced without much calculation
from the fact that p; enters the O(g?)-part of £ only undifferentiated, which in turn follows
from p appearing undifferentiated in £. Thus, linear sound is completely described by the
perturbation ®; of the velocity potential alone. And as we will see, it is the linear sound
equation for ®; that leads to the analogue model. We will not need to derive the linear
sound equation at the present time, however.

To apply Theorem 4.3, we must find a Lagrangian density from which the linear sound
equation follows. But this is now very simple: all we need to do, is insert the expression for
p1 obtained from (4.26) into the Lagrangian density (4.23), making it only dependent on ®1;
varying the action with respect to ®; then gives the linear sound equation when considering
the terms of order O(¢?). Thus, the Lagrangian responsible for the linear fluid equation is

Lana = B30 [ag;l ~ (Vo) (v(bl)] — S0V
—~ % [8;;1 — (V) - (Vd)l)} (Vo) - (V1)
- %% [3511 — (V®y) - (v¢>1)} . (4.28)

62



As expected, it is of the form required by Theorem 4.3. Furthermore, it does not have a
source term. We can read off

Y — po ¢ ! ‘ —0;®o/c
2 02\ —0,80/c | (9;90)(9;®0)/c? — b;; 02/ c?

), ij=1,....d.  (4.29)

Note that the time derivatives in (4.7) are not d; but 9,, we thus had to add the appropriate
factors of ¢, the speed of light.

Finally, we must check the signature of h*” to check hyperbolicity, before applying Theorem
4.3. We note that h*¥ has signature + — —— in the simple case v = —V®; = 0 of vanishing
background flow; in this case the linear sound equation becomes a familiar wave equation,
and we can see that o is indeed the speed of sound. Since the signature is the (ordered) list
of signs of the eigenvalues of the matrix, which themselves depend continuously on V®y, pg
and o2, the signature can only become different from +——— if at least one of the eigenvalues
becomes zero for some combination of V®y, py and o2.

To show that this is not the case, we compute det h*”, which will anyway be useful to
determine g, later. For this, we use the block matrix determinant formula

A| B =
det <?‘7> =det(A) - det(D — CA™'B) (4.30)

" po 2 arl o? 1 1
det h = ?7 -1-det —07262']‘ + 6—2(&@0)(8](1)0) — g(@l¢0)(aj(b0)

to arrive at

d+1 2

- (@) (=145 400 (431)
2 o

So there is never a zero eigenvalue, and the signature of h*” is always + — ——. As noted

above, this is equivalent to — + +4, making the linear sound equation hyperbolic, and we

can apply Theorem 4.3.

Alternative Intuitive Reasoning. Note that we could have already intuitively guessed
that the coupled equations (4.25) and (4.26) for ®; and p; would be combinable into one
equation for one of the two scalar fields, without at all having to derive them, since we
expect sound to only have one polarization. So we could have guessed that sound behaves
according to a linear, second order PDE of one scalar field. Furthermore, we expect wave
propagation and could thus have reasonably guessed that this PDE was hyperbolic.

It is perhaps surprising that this scalar field is ®; and not p;, since we commonly associate
sound with oscillations in density and might not immediately think of the necessary oscilla-
tions in the velocity field entailed by it. But we could have just as well solved one equation
for ®; and inserted into to other, in order to obtain an equation for p; (although this would
have been a bit harder due to the explicit form of the equations); and the resulting equation
would be a linear, second order PDE all the same. That the linear sound equation follows
from a Lagrangian action principle, would then of course also follow. The only difficulty
would then be that we can no longer use the gauge invariance of ®; following from the gauge
invariance of ®, and the vanishing mass term in the final result would have to come about
in some other way.

Finally, we can argue that the resulting PDE should be sourceless: assuming that the
Lagrangian description of sound comes from the perturbation of the Lagrangian description
of the entire fluid around a background flow solution for the fluid, the relevant Lagrangian
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for sound comes only at second order in the perturbation and thus can only contain terms
quadratic in ®; and its derivatives (or p; and its derivatives).

So with a bit of intuition, almost all computations in the previous section could have been
skipped. But in order to get the explicit equations, they are of course necessary.

Analogue Model. Applying Theorem 4.3 to the linear sound Lagrangian density Lsouna
(4.28) gives a Klein-Gordon equation for ®1, in the spacetime given by the metric compo-
nents obtained from h*” of (4.29). We will come back to the explicit form of the metric
below.

Having successfully described linear sound by a Lagrangian for ®;, we can now use the gauge
freedom .
q)]_ ~> <I)1 + @, (432)

with @ a constant, following from the gauge freedom (4.18) of ®. Tt follows that the resulting
Klein-Gordon equation must be masselss.”® And we have also seen that it is sourceless.

In conclusion: Linear sound in an irrotational, barotropic, perfect fluid is an analogue model
for the source- and massless Klein-Gordon equation (4.10), the mass term vanishing due to
the gauge freedom inherent in ®, and the source term disappearing because of sound being
a perturbation around a background flow. If we had worked directly with the fluid equations
and never asked about the Lagrangian density, we would of course have obtained the same
result; but it would have been entirely unclear, why terms “miraculously” cancel to give the
source- and massless Klein-Gordon equation (4.10). The Lagrangian approach also permits
us to trade most computations for some intuitive assumptions, if we like, while still allowing
us to arrive at this conclusion. It allows us to understand the analogue model of linear sound
almost completely intuitively.

Induced Metric. Let us now turn to the part where intuitive reasoning does not help
us much further: the explicit form of the metric g,,,. For this we first note that h2*” has
dimension of mass - length_3, as opposed to no units, which one would expect of an inverse
metric density. We can remedy this by multiplying with an arbitrary constant 2C' of opposite
dimension: h*Y ~» —2C - h**.*" This does not change the field equations or the geometry
of the metric, it being an overall factor. Note that we then have

2

det h* = —(Cpp)®+t - <

= (4.33)

We now identify h*” = /|g|g"”. Then, det h*¥ = det(\/|g|g"") = \/|g|d+1 det(g"¥). So
)| = | det(g**) |, and using (4.33), we have \/|g\d71 = (Cpo)™1- /a2,

with |g| = \det(gl“,
and hence
il c2 1/(d—1)
Vil = (emr- ) (434)
Therefore, with vy ; = —0;®¢ reinstated, we get

u (Cpp)t=drb/d=1) 1| vo,j/c

T (/o2 2/ ( vo,i/c | =0y /e + vo,v0,5/c? >

39Since we already have the explicit expression for Lgoung in (4.28), we can explicitly see that this is really
the case. Had we taken the intuitive route we would however not have that expression; the argument would
still work of course.

40The factor 2 is to get rid of the factor 1/2 in (4.29), and the —1 changes the signature from + — —— to
-+ ++.

(4.35)

64



Using 1 — (d+1)/(d — 1) = —2/(d — 1) and inverting the metric, we get

c\2/d-1) g2 1—v3/o? | v c/o?
gy,l/ = - (CPO : 7) T 0 2 ‘ E P 2 (436)

a C V0,i C/O’ ‘ 751']' C /O'
_ (Cpo ' E)Z/(d—l) ) V%/C2 _ 0'2/02 ‘ _UO,j/C . (437)

g —1}077;/6 ‘ (Sij
Upon closer inspection, this has the form (1.28) of a fluid-flow metric, with
2/(d—1)
V = Ea Cs = gv 9 = (CPO : E) . (438)
c c o

Quantization. To obtain a quantum fluid flow analogue gravity model, one can now
proceed by quantizing the sound waves. This is done by replacing ®; by a quantum field
<f>1, and instating the correct commutators, as we did in Section 2.5. The emerging particles
are so-called phonons, and, if an apparent horizon is present, we obtain Hawking radiation.

4.3 Linear Sound in Bose-Einstein Condensates

In this section we consider another important example of an analogue gravity model: linear
sound in a Bose-Einstein condensates. We first apply Theorem 4.3 and the reasoning of
Section 4.1 combined with second quantization to obtain a quantum fluid-flow analogue
model in the so-called Bogoliubov approximation; we will see that here too, gauge invariance
prohibits a mass term. Finally, we also mention some of the more cutting-edge analogue
gravity models involving Bose-Einstein condensates recently constructed in [45] [46]; these
are examples of fully quantum analogue models.

Bose-Einstein Condensates. An interacting, dilute, non-relativistic Bose-Einstein con-
densate can be described using the formalism of second quantization as a quantum field

~

quS(ac) = ¢(t,x) in the Heisenberg picture, satisfying the bosonic commutation relations

[6(t:%), 0 (L, y)] = °(x ), [6(t,%),6(t,¥)] =0, (4.39)
evolving in time according to the Hamiltonian
A A 2 A A A A A
=[x |3 (-0 ) + 53 @5 i) (4.40)
that is as o2
iaé(l‘) = [¢(x), H] = —%é(x) + 29! (2)d(x) (). (4.41)

Specifically, we have taken a delta-function interaction potential with strength A > 0, re-
flecting elastic collisions of point particles with mass m. See e.g. [66] for a derivation and
discussion of this description.

Description from Classical Field Theory. We note that this description of a Bose-
Einstein condensate can also be derived from a classical action principle for the complex field
o(x) = ¢(t, x), followed by quantization. More specifically, ¢ is described by the Lagrangian
density

£ = i[(09)6" — (919)" 6] — —(Vo)" - (Vo) — Alg|*. (4.42)

1
m
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Note that the first term is 2Im (¢*0;¢) and so L is indeed real. Considering ¢ and ¢* as
independent fields (as is usually done for complex fields), we find that

g0 oL __,g _ oL I 85_@ _ 9
@W = 28t¢’ \Y 78(V¢*) = mv b, 95" —lat¢ 279|9|°, (4.43)
and, as claimed,
.0 v? 9
Zafb = *%Qb + Aglo|”. (4.44)

The corresponding Hamiltonian description is hard, because 0L/0(0:¢) = —i¢* does not
contain any time derivatives, making the Legendre transform impossible without further
modification. Luckily, we do not need the Hamiltonian description, not even for quantization:
we can simply replace the classical field ¢ by a quantum field g?), and impose the commutation
relations (4.39) manually to get the right quantum model of our Bose-Einstein condensate.
This model will inherit the properties of the underlying classical field, and gain specifically
quantum properties due to (4.39). We will take up quantization of the model further down.

Notice that the Lagrangian density is invariant under the global gauge transformation ¢ ~
e'®¢, with a € R. This gauge invariance will be responsible for preventing a mass term,
although at the moment it looks very different from the gauge invariance employed in the
previous section.

Linear Sound: Classical Fluid-Flow Analogue Model. Motivated by the fact that,
in the condensate phase, probability densities derived from wave functions become actual
densities (since macroscopically, many particles are described by the ground state wave
function), we decompose ¢ into a real density p(x) and a real phase 6(z):

6(z) = v/p(@) ). (4.45)
We now find that our complex field equation (4.44) can be written as two real equations:
0 +1V (pVO) =0 (4.46)
at’ T m p - ’
10 1 1 1 A
—— 0+ —(Vh)? - ——V? —p=0. 4.47
m Ot +m2(v) 2m? pv \/ﬁ+mp 0 (447)

Comparing these equations to the equations (4.15) and (4.17) of fluid dynamics, we can
interpret (4.46) as a continuity equation, with density p and flow velocity v = V8/m, and
(4.47) as the corresponding Bernoulli equation (as is done in [45]*!). Indeed, the last two
terms together on the left-hand side can be seen as a positive pressure term, monotonously
increasing with density (i.e. eventually yielding a positive speed of sound), if

Mo > V2 /p/2m. (4.48)

In order to understand the physical meaning of this regime, we refer back to the classical
field equation (4.44), which, in light of eventual quantization, is the Schrodinger equation of
the wave functions involved in second quantization. Ignoring the phase contribution e to
the wave function, we see that (4.48) holds, and (4.47) really is a Bernoulli equation with
physical pressure term, if the interaction term A@|¢|®> dominates the kinetic term —V?2¢/2m
in (4.44); in other words, it holds in the low-energy regime. At low energies we thus expect
our Bose-Einstein condensate to emerge through quantization from a classical fluid governed
by the continuity equation (4.46) and a Bernoulli equation (4.47) with a physically reasonable
pressure term.

41The context there is slightly different: they consider directly the equations of the already quantized
Bose-Einstein condensate; mathematically, they are however completely analogous to our equations.
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We can now essentially repeat the steps of Section 4.2: we split
p = po+ep, 0 =06y +ch, (4.49)

into background quantities (pp and 6y), which themselves satisfy (4.46) and (4.47), and
foreground quantities (p; and 6, ) for small € > 0. Since the situation is very much analogous
to a perfect fluid discussed before, we can immediately conclude that we will observe linear
sound propagation in 67, governed by a Lagrangian density Lsoung of the form required by
Theorem 4.3. The field equations for p; and 6; are similar to the ones obtained for the
perfect fluid in Section 4.2, with some differences reflecting the different pressure terms; we
will not need their explicit form. The gauge invariance under ¢(z) ~ e'“¢(z), a € R, really
is the invariance under 0(x) ~» 6(z) + «, and thus also 0;(z) ~» 01(x) + . This is analogous
to the gauge invariance under (4.32) of perfect fluids discussed before.

Applying Theorem 4.3 gives us a classical fluid-flow analogue model. Because of the gauge
invariance just mentioned, there will be no mass term. There is also no source term, for the
same reasons as in Section 4.2. Gauge invariance yet again intuitively paves the way to a
massless analogue gravity model.

Bogoliubov Approximation. The Bose-Einstein condensate is of course obtained only
once the classical fluid just discussed is quantized. Most accurately, one would want to quan-
tize the entire fluid (background and foreground), i.e. p ~» p and 0 ~- 6 with corresponding
commutators; we will come back to this approach below.

As an approximation, we can also only quantize the linear sound waves (foreground), i.e.
p1 ~ p1 and 61 ~ 0, with corresponding commutators, while treating the background flow
classically. This yields a quantum fluid-flow analogue model. This approximation can be
understood as a combination of the so-called Bogoliubov approzimation (otherwise known as
mean-field approzimation) and the assumption of no back-reaction from linear sound onto
the background, and of course we always stick to a linear regime.

In the Bogoliubov approximation we first split the field

(x) = (d(x)) + dg(x) (4.50)

into its expectation value, the mean field describing the condensate, and quantum fluctu-
ations 59?) on top. This depends on the quantum state of the Bose-Einstein condensate, of
which the field expectation value is then taken. The approximation is then to only consider
terms of order at most O(e). Physical observables are (functions of) n-point field expecta-
tion values (qAS .- (;AST -+ -}; the Bogoliubov approximation is thus exact for coherent states, i.e.
b(x) |9y = (¢(z)) |¢), and approximately correct for nearly coherent states.

One then defines (¢(z)) =: \/po(@)e®®) and §¢ =: (d(z)) (p1/2p0 + i01), see [45]. Upon
closer inspection, this is just quantum version of the O(e) expansion of the split (4.49).

The Bogoliubov approximation is however not enough: the equation for <<Z>> is not quite
(4.44), since taking the expectation value of (4.44) yields the potential term A (QASQAS(;ASU (up
to ordering), which is not equal to A () [(@)[2. If we assume it to be equal, we recover
our approximation above; it has the effect of removing the back-reaction of sound onto the
background flow [45].

Fully Quantum Model. Instead of only taking sound waves as quantized, we can also
quantize the entire fluid (including the background flow), essentially arriving at the descrip-
tion (4.40) (4.41). Note that this is not the same quantization procedure as described in
Section 2.5, as we did not quantize the background (essentially what gives rise to the metric)
there. This approach can be considerably more involved (for instance, the physics in need
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of quantization may be non-linear) and yields a fully quantum analogue gravity model; it is
also no longer obvious whether a mass term eventually occurs (it does not) [45] [46]. Models
like this have been used in attempts to model aspects of back-reaction of Hawking radiation
(in the foreground sound waves) onto spacetime geometry (background flow) [45] [46]. We
will briefly return to this in Section 5.

4.4 Continuity and the Difficulty of Schwarzschild Geometry

After introducing classical and quantum fluid-flow analogue models as well as important
examples thereof in the previous three Sections, we will now attempt to apply these models to
the problem of modelling Schwarzschild spacetime in Gullstrand-Painlevé coordinates (recall
Section 1.1), the very metric which inspired the more general fluid-flow metrics (Section 1.3).

We will however quickly reach a roadblock: the continuity equation, inherent in the realistic
models discussed in Sections 4.2 and 4.3 prevents us from modelling Schwarzschild spacetime
exactly. As it turns out, this is a quite general feature of fluid-flow analogue models deriving
from an actually flowing medium. This fact will be useful when attempting to answer the
initially posed questions in Section 5.

We finish the Section by mentioning some possible approaches to nevertheless come close
to a model for Schwarzschild spacetime. Particularly, we introduce our own, novel model,
capable of modelling Schwarzschild spacetime with one spatial dimension, at the cost of
needing a second, unphysical spatial dimension because of continuity.

Schwarzschild Spacetime in Rectilinear Gullstrand-Painlevé Coordinates. Con-
sider Schwarzschild spacetime in Gullstrand-Painlevé coordinates, as derived in Proposition
1.3. For our purposes it is useful to introduce rectilinear coordinates:

X1 :=rsinfcos ¢, X? .= rsinfsin ¢, X3 :=rcosb, (4.51)

in which the metric (1.20) becomes

> » rs X7 2
ds? = —dT? +) (dXJ + :rdT> . (4.52)

j=1

In the notation of Section 1.3, this is a fluid-flow metric with flow velocity V7 = \/rs/r-X7 /r,
speed of sound c¢; = 1 and conformal factor © = 1.

Attempt at a Model based on a Perfect Fluid. We wish to obtain the metric (4.52),
possibly up to a constant, from an analogue model.

Consider for this a physical system exhibiting a perfect, barotropic and irrotational fluid
flow, described by a density p, a flow velocity v. = —V®, speed of sound o, following the
continuity equation (4.15) and Bernoulli equation (4.17). The systems we saw in Sections
4.2 and 4.3 (before quantization) are both of this type.

—

The system gives rise to an analogue model, with metric (4.37), which we copy here for

convenience:
c\2/(d-1) v2/c? —o?/c? | —vgi/c
Y = (Cpo - *) (X [ | v : (4.53)
o —vou/e | 0y

Recall that py and vq is the density and velocity of the background flow, C is a constant
needed to get the correct units, and d is the dimension of space.
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For (4.53) to be equivalent to (4.52), the space-space part of (4.53) can have at most a
constant prefactor, and thus

2/(d-1)
) = const. (4.54)

fom &

For d > 1, in particular for the case d = 3 relevant here, this implies pp/o = const. To get
the correct prefactor also in the time-time part would then require ¢ = ¢. This is hardly
reasonable, but we can rescale the spatial coordinates X7 (or equivalently the Gullstrand-
Painlevé time coordinate T') to achieve ¢/o = const. > 1 (or even ¢/o > 1). Irrespective of
rescaling, we thus have ¢ = const. Finally, in order for the time-space part of the metrics

to match up, we must have 4
. €

Vo = —Cy| ——, 4.55

0, r ( )

where ¢ < ¢ is a velocity arising due to the rescaling of X7. Reverting to spherical coordi-

nates, this is a radial flow with radial velocity vo, = —¢y/rs/r.

In conclusion, we need a radial flow with velocity o —+/rs/r, constant density po and
constant speed of sound o. This flow must satisfy the continuity equation (4.15), and since
po = const. (both in space and time), we must have

Vv = 0. (4.56)

However,
10,4 10/,
V- Vo = ﬁa(r UT) = Cﬁa (T TS/T) # 0. (457)

Thus, we cannot model the metric (4.52) with a perfect, barotropic and irrotational fluid,
because the continuity equation cannot be satisfied.

Schwarzschild spacetime in Gullstrand-Painlevé coordinates can only be modelled using
perfect, barotropic, and irrotational fluids up to a non-trivial conformal factor [7]. If the
exact geometry of the spacetime is not needed, then this is not a concern. For instance,
surface gravity and thus Hawking temperature is invariant under conformal rescaling of
spacetime [7].

It is perhaps interesting to note that if we analytically extend the divergence of radial vector
fields to any real dimension d, i.e. V- (f(r)e,;) = r=@=D9(rd=1f(r))/Or, then an exact
model of the radial Schwarzschild flow is possible for d = 3/2.

More Elaborate Approaches. Perhaps this is only an issue of the considered fluid
system being too simple and that it can be remedied with more elaborate models; but
as it turns out, because the continuity equation is rather fundamental, this is not at all
straightforward. We quote here a few results.

One approach is to exploit the freedom of choosing coordinates before attempting to find a
corresponding analogue model; with this approach Schwarzschild spacetime has been exactly
modelled (although not in Gullstrand-Painlevé coordinates) [77] [21].

Another approach is to consider so-called non-isentropic fluids, essentially introducing the
possibility of particle creation and destruction; roughly speaking, this allows for modifica-
tion of the continuity equation [13]. Research in this area has been successful at modelling
Schwarzschild spacetime, even in Gullstrand-Painlevé coordinates; one however needs a rela-
tivistic fluid whose flow velocity approaches the speed of light at the horizon [14]; even when
introducing an external pressure gradient, the fluid has to essentially remain relativistic for
the model to work [12].
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Ansatz in Higher Dimensions. Another (as far as we can tell, novel) idea is to model a
lower-dimensional version of Schwarzschild spacetime, within a subset of a higher-dimensional
model; the additional dimensions could then be used for the sole purpose of satisfying the
continuity equation.

Such an approach could be of interest in a laboratory setting where one would like to model
Schwarzschild spacetime in Gullstrand-Painlevé coordinates, but one only has access to non-
relativistic and isentropic fluids. The approach is detailed in Appendix C; we will however
not need it for our discussion.
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5 Analogue Gravity and the Information Loss Paradox

We have motivated and introduced analogue gravity models in Section 1, discussed black
holes and their features in Section 2, seen the information loss paradox in Section 3, and
properly treated analogue gravity models in Section 4. We are now ready to tackle the
questions posed in the introduction:

Question 5.1

Can we learn about the black hole information loss paradox from analogue gravity
models?

- v
Question 5.2

Can we infer anything at all about gravity from analogue gravity models?

\.

We begin by noting that these questions are both extremely broad. In particular, we have
not precisely defined what an “analogue gravity model” is, leaving open the possibility of
more general models than the ones described here. And of course, it would make little sense
to restrict the meaning and potentially leave out interesting models.”> We will therefore
certainly not be able to answer the questions here.

In the following sections we will instead content ourselves with providing evidence for possible
answers to these questions. In Section 5.1 we tackle Question 5.1. We argue that the
difficulty in obtaining a useful notion of black hole entropy in the context of analogue models
makes the discussion of the black hole information loss paradox in analogue models equally
difficult, because such a notion is required. We will see that the main issue is the general lack
of Einsteinian dynamics in analogue models. In Section 5.2 we discuss how even complex
analogue models with favourable features (in particular masslessness and the occurrence of
Hawking radiation) are expected to exist based on simple reasoning. We will further argue
based on examples in the literature that one should expect that with enough (potentially
very tedious) effort and complexity put into the model, one could perhaps obtain an analogue
model with any favourable features, describing gravity arbitrarily well. All in all, we will
gather evidence for the hypothesis that analogue models do not have a very deep connection
to gravity, but instead truly are analogies, that is, simply (well-understood) occurrences of
the same mathematics in different places of physics.

We will conclude that both questions are, at least for now, best answered with “no”. Question
5.1 more clearly so, since a vital piece, analogue black hole entropy, is missing. Our tentative
answer to Question 5.2 is less certain, not least due to the broader scope of the question.

We would like to stress that these answers do not discredit analogue models. It simply means
that we have no guarantee of finding features in gravity, if they have been observed before
in analogue models; but of course one may still search for features in gravity which were
found in analogue models. If corresponding features have been found in both gravity and
analogue models, then we may gain valuable insight about one by looking at the other;
unsurprisingly, this is one of the main ways in which analogue models of gravity are being
used [7]. For instance, the very first objective pursued in analogue gravity, understanding
how Hawking radiation would react to the high-energy breakdown of the wave equation
(a research program started by UNRUH [74], lasting until today [7]; essentially, realistic

42Technically one could argue that anything between the simplest classical fluid-flow analogue model and
general relativity itself, or even quantum gravity (if it exists) would qualify as an analogue model. This
clearly undermines the point of both questions, so we will not be as pedantic with the meaning of “analogue
model”. For us, it will be sufficient to assume that there is somewhere an arbitrary and unknown line
distinguishing analogue models of gravity from gravity itself.



fluids behave very differently at high energies, which manifests first in modified dispersion
relations, and can end in an entirely different regime of physics, where the wave equation
possibly no longer holds), falls into this category: such breakdown naturally occurs and is
understood in analogue models, and is expected in theories of quantum gravity; the exact
shape of the breakdown is of course not known, but this is often kept in mind. Finally, the
experimental interest in being able to simulate features of curved spacetime in a laboratory
through analogue models is independent of the answers to these two questions. See e.g. [37]
for both past and future experimental efforts.

5.1 The Missing Piece: Black Hole Entropy

We saw in Section 3.4 that for the information loss paradox to potentially occur we need
Hawking radiation and a notion of black hole entropy; in particular we do not need a notion
of back-reaction. So if we want to talk about the black hole information paradox, or even the
possibility of it occurring at all, in the context of analogue gravity, we need to understand
Hawking radiation and black hole entropy in that context too.

Hawking radiation is known to occur in analogue models (see Section 2.5). We will discuss
here how one might approach identifying black hole entropy in analogue models, which we
will call analogue black hole entropy in order to distinguish it from actual black hole entropy.
We will see that none of the approaches are truly satisfying or even useful, and that this is
mainly due to the lack of Einsteinian dynamics in analogue models. Thus, it will be very
hard if not impossible, to even sensibly talk about the black hole information loss paradox
in the context of analogue models.

Features of Black Hole Entropy. Let us quickly summarize the features of black hole
entropy S. We saw in Section 2 that:

1. The area A(H) of the event horizon satisfies the area theorem, Theorem 2.6 (Section
2.2).

2. If we define S = f(A(H)) for a monotonously increasing function f, then S, together
with other thermodynamic-like quantities such as total mass as energy and surface
gravity as temperature, satisfies also a zeroth, first, and third law (Section 2.3).

3. S can also be motivated information-theoretically, providing a very good estimate for
f (Section 2.4).

4. With the temperature of black holes fixed through Hawking radiation (Section 2.5), f
is also fixed.

Ideally, analogue black hole entropy should have as many of those features as possible.

Analogue Black Hole Entropy from the Analogue System? If the physical system
underlying the analogue model (e.g. a fluid) has a notion of entropy (or entropy density in
the case of a fluid [39]), then one can attempt to define the analogue black hole entropy
S4 as simply the entropy of the physical system, including sound waves inside the system,
within the black hole region.

In the case of a fluid-flow analogue model, fluid and thus entropy is constantly flowing into
the black hole region, increasing the analogue black hole entropy even if the black hole
remains stationary, and thus has a constant horizon area A(H). Thus, it cannot hold that
Sa = fa(A(H)) for some monotonously increasing fa. Not just is this very far from the
case of actual black holes in general relativity, it also means that the paradox might not
even occur, since both the analogue black hole entropy and the Hawking radiation entropy
are increasing.

Furthermore, it is not clear whether two systems with different entropy densities cannot
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give rise to exactly the same analogue model, thus rendering the interpretation of system
entropy as black hole entropy difficult. For instance, the models discussed in Section 4.1
are completely indifferent to the microscopic properties of the fluid and hence its entropy
density.

These considerations show that defining analogue black hole entropy via notions of entropy
already present in the analogue model is not particularly useful. Rather, we have to find
a notion of analogue black hole entropy which does not necessarily depend on the entropy
notions already present and which better matches the black hole entropy of general relativity.
In fact, if a successful candidate for analogue black hole entropy S4 were to be found, the
differences between S4 and other entropies naturally present in the analogue system could
give valuable insight into the black hole information loss paradox.

Analogue Black Hole Entropy from Black Hole Dynamics? Another approach is to
see whether the four laws of black hole dynamics (Sections 2.2 and 2.3) also hold in (some)
analogue models, and to define analogue black hole entropy in this way.

If the area theorem, Theorem 2.6, holds in a given analogue gravity model, we could ten-
tatively define analogue black hole entropy as Sy := fa(A(H)), with f4 an unknown,
monotonously increasing function. But the area law is hardly enough to relate A(H) to
entropy (see our list above). We need a quantitative reason to call S4 an entropy: we need
to find the explicit form of f4.

fa could be fixed through the derivation of Hawking radiation, as it was done for black holes
in regular general relativity, and luckily, Hawking radiation occurs in analogue models. But
recalling the arguments towards the end of Section 2.5, this identification of f4 only works
if S also satisfies at least the first law (see Section 2.3).

The first law of black hole dynamics in the form of Theorem 2.7 is a statement about the
relations between differential changes of properties of Kerr-Newman black holes, which are
recognized as black holes in equilibrium through the no-hair-theorem (see Section 2.3 and
Appendix A). The more general form of the first law [8] also allows for external matter.

If we are to identify something resembling a first law in analogue models, we also need
a notion of equilibrium black holes. Since the no-hair-theorem requires the Einstein field
equations (after all, the Kerr-Newman spacetimes are solutions of those), and because ana-
logue models do generally not have Einsteinian dynamics (see the end of Section 4.1), this
approach to a first law is highly unlikely to work in the context of an analogue model.*’

Another approach is to instead embrace the dynamics of the analogue model and try to
build a thermodynamic picture from them. But these are then simply thermodynamics
of the analogue system, with no guaranteed connection at all to black holes, limiting the
usefulness of such an approach. Furthermore, is not clear whether such an approach can
even yield thermodynamics.

Finally, the zeroth law allows us to define a surface gravity for some types of black holes,
which are not necessarily solutions to the Einstein field equations; in fact, the Einstein field
equations are not needed anywhere in the derivation of the law (see Section 2.3). It could
therefore hold for certain analogue gravity models. It is indeed easy to construct analogue
gravity models with an event horizon on which the surface gravity « is constant. But without
the first law, the zeroth law does not help us identify black hole entropy.

To sum up, defining analogue black hole entropy through the dynamics of analogue black
holes is not as effective as for black holes in general relativity, due to large differences in the
dynamics between analogue models and general relativity: importantly, the Einstein field

43 As we have noted in Section 4.1, there are rare exceptions which however come with their own problems.
And even with these exceptions, our argument still holds quite generally.
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equations are generally missing in analogue models.

Analogue Bekenstein Entropy? A completely different way towards an analogue black
hole entropy could be possible through extending Bekenstein entropy (Section 2.4) to ana-
logue models. But as with the first law, this requires the Einstein field equations, as we have
seen. So this does not seem to be an option either.

Traces of a Solution to the Paradox? Before closing the discussion of Question 5.1,
let us mention another approach to answering it: instead of trying to establish a context
in analogue models where one can talk about the paradox (an endeavour which after these
paragraphs seems almost hopeless), we can investigate whether certain aspects of potential
solutions to the paradox can be found within analogue models, deferring the search for the
analogy of the paradox.

As an example, let us consider the analogue models described in [45] [46]. There, quantized
linear sound waves in a Bose-Einstein condensate are considered, including interaction be-
tween the background flow and the sound waves. It is found that as emission of Hawking
radiation proceeds, entanglement between the background and linear sound builds; this is
of course possible because in a Bose-Einstein condensate we may also treat the background
flow, in particular the condensate, as quantum. This entanglement between “geometrical
degrees of freedom” (those of the background flow) is argued to be expected of quantum
gravity theories [45]. We would expect the same from any system obeying the Page curve.
Furthermore, a form of back-reaction could be demonstrated [46]: the condensate is slowly
depleted due to emission of Hawking radiation.

So do these models exhibit parts of a possible solution? While entanglement between geome-
try and radiation in an analogue model is remarkable, and models a situation that one would
expect in quantum gravity, we believe that one has to be careful with such a conclusion.**
Firstly, the depletion of the condensate can only continue as long as the condensate is still
occupied. Now the analogue metric could still contain a black hole even when the condensate
is completely unoccupied; this suggests that back-reaction could look very different depend-
ing on whether the condensate is occupied. This is not a feature we immediately expect
from actual gravity, since there is no analogue of the condensate. Finally, more advanced
features such as the entanglement wedge of replica wormholes (recall Section 3.3) remain
completely out of reach even for these models.

Advanced models such as these raise the question of whether analogue models have any deep
connections to gravity, if it is always possible to obtain models with more features simply
by making the model system more complicated. We will come back to this question in the
next section.

Conclusion. As it seems, there is no known and satisfying way of defining analogue black
hole entropy (in the sense of our list of desirable features such an entropy should have), and
consequently, it is not easily possible to talk about whether the information loss paradox
even occurs in the context of analogue gravity. Furthermore, while some features of a
potential solution to the paradox (namely entanglement between geometry and radiation,
as is implied by the replica wormhole approach to the paradox) can be found in some
analogue models, these features are quite generic and expected to occur if both the scalar
field and the background geometry are of quantum nature. We therefore answer Question
5.1 with a “no” at this time.

441t is important to note that the authors of [45] [46] never make such claims or even discuss the present
question; we simply use their models as an example for our discussion. We use their models because they
are relatively accessible yet advanced.
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5.2 Analogue Gravity Models are Simply Models

After answering Question 5.1 preliminarily with “no” in the previous section, let us now
turn to Question 5.2. We will attempt to argue that analogue models should really be seen
as what their name implies: that they are just models of gravitational physics, i.e. systems
whose mathematics resembles that of certain aspects of gravity, but which do otherwise not
have a profound connection to gravity.

The Price of Analogue Gravity Models. Analogue models are physical systems them-
selves and must thus follow their own physical laws, which might have nothing to do with
gravity. The properties of models obtained from these laws then may not help us in mod-
elling gravity, they are “extra baggage” our model carries. In the worst case, such extra
baggage, required for the model itself, even hinders the description of gravity. We have seen
a striking example of this in Section 4.4: due to the continuity equation which fluid-flow
models have to fulfil, it is hard to model the Schwarzschild metric exactly (one has to lever-
age coordinate transformations [77] [21]), arguably the most important black hole metric in
general relativity. Looking at the wealth of analogue models known today, the existence of
such “extra baggage” is indeed a general trend; see for instance [7, Section 4].

One could argue that describing gravity is far from the most natural use of the analogue sys-
tems. Cynically, one could even claim that analogue models are just another way to describe
aspects of gravity (Klein-Gordon field dynamics and Hawking radiation), and a worse one
than classical gravity at that, since for one, not all aspects of gravity are covered, and mod-
els contain additional baggage, useless for the description of gravity. We do not take such
a radical perspective here, but simply acknowledge the price paid in inconveniences when
describing gravity using analogue models; we take this as evidence towards our hypothesis
that analogue models likely do not possess a deep connection to gravity.

The Ubiquity of Analogue Models. Another argument for our hypothesis comes from
the relative ease with which one can find analogue models. As we have seen in Section 4.1,
and then again in the Sections 4.2 and 4.3, at least the simplest analogue models (which
also often serve as basis for more complicated models [7]) are not rare at all, but are to be
expected in all corners of physics. Concretely, we saw that a hyperbolic PDE coming from an
action principle, a very common sight in physics, was enough to obtain an analogue model.
Furthermore, with little gauge invariance (which is present in many systems, in particular
fluid systems) such models even become massless. Especially the relatively small effort with
which one obtains massless analogue models of gravity is surprising, since masslessness at
first seems like a very specific and deep property a model can have.*’

Understanding why certain types of analogue models occur very often in physics “demysti-
fies” their connection to gravity: we see that these models are well-understood cases of the
same mathematics occurring in different parts of physics. In this sense, the connection to
gravity of such models is not a deep one. In particular, it is very well possible (and as the
previous section has shown for the example of black hole information loss) that the anal-
ogy breaks down as one tries to extend it further, 7.e. that the mathematics again become
different in the two parts of physics.

The Generality of Analogue Models. We have seen how it is relatively easy to con-
struct massless analogue models, albeit with additional baggage imposed by the physics of
the analogue system. Accepting further such baggage, we can of course always make the
model more complex, in order for it to exhibit more features of gravity. For instance, the

45For instance, there are very profound differences between massless quantum field theories and massive
quantum field theories with a very small mass [65].
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models described in [78] are very complex, but also allow for more features (famously, they
even contain a trace of Einsteinian dynamics).*"

Thus, in many cases we should also not be surprised to find advanced features of gravity
beyond scalar field propagation and Hawking radiation in analogue models, if the analogue
model is complex enough.

Conclusion. As it seems, analogue models, even with complex features are to be expected.
They seem to have little deep connections with gravity itself, and we should rather see them
really as models of gravity. This suggests that for the time being, analogue models cannot
make deep predictions about gravity, and we should answer Question 5.2 with “no” for now.
A similar conclusion has been drawn on more philosophical grounds [20].

Finally, we stress again that these analogies are still very powerful: once established on
both sides, they can be used to transfer knowledge from one part of physics to the other.
Answering Question 5.2 with “no” only means that (without further assumptions) analogue
models should not be expected to predict yet unknown features of gravity.

46We must mention that many parts of these models are incredibly elegant and interesting. They are not
to be dismissed simply because they are complicated.
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6 Conclusion and Outlook

We have provided an introduction to the black hole information loss paradox and to the field
of analogue gravity models, before studying the possible applications of analogue models to
the paradox.

We have found that a crucial ingredient for the paradox, black hole entropy, has yet not been
identified in analogue models and that there is no clear way towards such an identification.

Furthermore, we investigated the connection between analogue gravity models and gravity
itself. We argued that analogue models can be perfectly understood as mathematical simi-
larities between gravity and analogue systems, and that we should not expect a much deeper
connection between analogue systems and gravity.

We have thus answered the two originally posed questions preliminarily with “no”. This
(especially the second “no”) however does not mean that analogue models are useless; but
rather, that we should simply treat them as models, as which they can be (and have been [7])
immensely useful. A quick web search shows that the field of analogue gravity is currently
very active. It will thus be interesting to watch future developments; perhaps the limitations
leading to “no” in this work can be eventually overcome with yet unknown ways and analogue
systems, allowing us to model black hole information loss (or preservation) in analogue
systems. Until then, the main barrier seems to be the difficulty of obtaining dynamics for
the analogue model which are comparable to Einstein field equations.

Besides this main result we have also obtained other results along the way. Firstly, the
approach of constructing analogue models with vanishing mass terms in 4.2 and 4.3 using
gauge invariance is novel, as far as we can tell.*” This allowed for an intuitive introduction
to two of the most important analogue models. It would be interesting to see how far this
approach can be extended in order to intuitively derive other analogue models, or whether
variations of the approach can be used to generate other useful features of models. Sec-
ondly, the derivation of Hawking radiation in Section 2.5 and Appendix B is a new mixture
of more traditional canonical quantization approaches, e.g. [31] and [69], and the modern
and minimalist approach [76]. Since it focuses on the essential ingredients of Hawking radia-
tion (following [76]) but still contains the extensive quantization explanations of traditional
derivations, we believe that it could serve as a pedagogically valuable first derivation of
Hawking radiation. Thirdly, the new analogue model discussed in Appendix C, while not
being very important for our main argument, is interesting in its own right.

Let us close with a more adventurous piece of outlook. We have mentioned in Section 1.3
that fluid-flow metrics are a special case of the forms of metrics encountered in the ADM
initial value formalism of general relativity. The ADM metrics are more general, concretely
allowing for a non-Euclidean spatial part [3] [49, Chapter 21], but one may nevertheless
wonder whether some interpretation of spacetime as a flowing fluid is also possible in the
general case. Unfortunately, this avenue of research was quite outside the scope of this
project, and we thus did not pursue it further.

47 Although the contents of Theorem 4.3 has been known before [6].
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A Details on the Zeroth and First Law of Black Hole
Dynamics

We provide here some technical details to complement the surface-level discussion in Section
2.3.

Stationary Electrovac Black Holes. An asymptotically flat spacetime is said to be
stationary if it admits an asymptotically timelike Killing vector field £%, i.e. a Killing vector
field that becomes timelike in the asymptotic limit.*® Intuitively, stationary spacetimes are
“time-independent” with respect to the “time” standard provided by the affine parameter of
integral curves of £%. In the asymptotic region (at least in the asymptotic limit) £€¢ becomes
timelike and its integral curves are worldlines of observers, the so-called stationary observers.

An asymptotically flat spacetime is called azxisymmetric if it possesses an asymptotically
spacelike Killing vector field 1), whose integral curves are closed (the “circles of revolution”).

As we have seen in Section 2.3, stationary, electrovac spacetimes are also axisymmetric and
fully described by the Kerr-Newman metric, parametrized by M, J and ). We will explain
the physical meaning of these parameters below.

The Killing vector fields £* and %® are not unique. It is however possible to choose £°
to be orthogonal to some spacelike hypersurface in the asymptotic limit (we say such a &°
is asymptotically hypersurface orthogonal), and ¥® to lie in that hypersurface in the same
limit. Intuitively, this choice prevents the observers following the integral curves of £ from
rotating around the black hole’s symmetry axis, making them static observers. It also fixes
the Killing vector fields at least in the asymptotic limit up to normalization (which we may
take to be £1). We will assume this choice from now on. In the Schwarzschild case the
choice makes £% hypersurface orthogonal everywhere outside the horizon; consequently, in
Schwarzschild geometry, static observers exist everywhere outside the horizon, not just at
infinity.

Finally, one can show [33] that any asymptotically flat, stationary, electrovac spacetime also
possesses a Killing vector field x* parallel to the horizon generators and that can be obtained
as a linear combination of £* and ¥“:

X* =& + Q. (A1)
Qp is called the angular velocity of the horizon.
Kerr-Newman Metric. It is particularly useful to work in Boyer-Lindquist coordinates

(t,r,0,¢), first employed by BOYER and LINDQUIST [16] for the Q = 0 case (the so-called
Kerr metric). In these coordinates, the Kerr-Newman metric reads [81, Section 12.3]

a2 win2 20 (2 4 g2
ds2=—<A a® sin 0>dt2_2asm 0(r*+a A)dtd¢

p? p?

N [(7“2 +a?)? — Aa® sin® 0

)
- sin? 0 d¢? + N dr? + p?de?, (A.2)
P

where a := J/M is the spin parameter and

0% =12+ a? cos?, A:=r2+a®+Q*—2Mr. (A.3)

483chwarzschild spacetime is for instance stationary, with €% = (9;)® the Schwarzschild time coordinate
vector field. This vector field is timelike outside the horizon, but becomes null on the horizon and spacelike
inside the black hole; hence it is in particular timelike in the asymptotic limit, as required.
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The potential one-form of the corresponding electromagnetic field is

A= —% (dt — a sin®* 6 do) . (A.4)

The event horizon is located at

vy = M+ /IP =@ = Q. (A5)

It only exists if
M? > J*/M? + Q. (A.6)

To prevent naked singularities, we always assume (A.6). The angular velocity of the event
horizon is [81, Section 12.3]
J

Oy =——
2 2°
ri+a

(A7)
One can show that for the horizon null congruence expansion, we have § = 0 everywhere;
tracing out the steps in the proof of the area theorem 2.6 shows that the event horizon area
is independent of the choice of spacelike hypersurface ¥ for Kerr-Newman black holes. In
particular, the area theorem holds with an equality. A particularly simple choice of ¥ is a
surface with ¢ = const (although this surface is otherwise unnatural, since it becomes null
at the horizon); it yields the event horizon area

A(H):/_. V990959 40 d¢ = 4 - (r] + a®). (A.8)

Taking a closer look at (A.2) we see that the coordinates are adapted to the asymptotic
flatness and approach spherical coordinates of flat spacetime at large values of r. Further-
more, the stationary Killing vector field is provided by &% = (9;)* and the axisymmetric
Killing vector field by ¥® = (0,)*. £* is hypersurface orthogonal and perpendicular to
at infinity as described above. £* becomes timelike for r > rg, where

M? — a2 cos? 0 (A.9)

is the static limit. Stationary observers can only exist at r > rg. For J = 0, @ = 0 the
metric becomes the Schwarzschild metric, 7y = 2M becomes the Schwarzschild radius, and
A =4m - (2M)?, as expected.

Mass, Angular Momentum and Charge. As explained in Section 2.3, we use static
observers to define M, J and ). These observers are completely determined by the above
choice for the Killing vector fields £* and ®. So the quantities M, J and @ must be
expressible through these vector fields, the metric g,, (for M and J, since these can be read
off the metric in the linear regime) and the electromagnetic field strength F (for Q), in a
coordinate-independent fashion; for the necessary choice of coordinates is already contained
in the choice of the Killing vector fields. We thus define [81, Sections 11.2, 12.3]:

Consider an asymptotically flat, stationary and axisymmetric spacetime, with Killing
vector fields £ and ¢®. Let S C X be a two-dimensional spacelike hypersurface home-
omorphic to the two-sphere, contained in an asymptotically flat spacelike Cauchy
surface 3.
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The total energy E, total angular momentum J and total electric charge @ enclosed
by S are defined by

1 C
E = 7§/Seabcdv ¢4 (A.10)
1 d
= C A1l
J ].6'/T /Seabcdv ,(/) ) ( )
1 C
@) = g/SEGMF d, (A.12)

If the stationary Killing vector field £ is hypersurface orthogonal in the asymptotic
limit, we call E the total mass enclosed by S and denote it by M.

It can be shown (see [81, Section 11.2]) that these reduce to the values one would expect
from the linear regime, in cases where this regime applies to all of spacetime; they are thus
physically reasonable. For example, the energy F can be obtained in the linear regime
by integrating the acceleration a® = (£¢/V)V_.(€%/V) felt by static observers over S, where
V = /=, &% is the redshift factor between the observer in question and observers at infinity;
this is essentially the generalization of Gauss’ law of Newtonian gravity to the linear regime
of general relativity. More precisely, we consider static observers suspended from ropes
attached at infinity, such that we can measure the required acceleration at infinity. This has
the effect of introducing an additional redshift factor V' into the integrand, and it leads to a
definition of energy independent of S in vacuum black hole spacetimes (as long as the event
horizon is enclosed by S). Since £* might not be hypersurface orthogonal at S, we generalize
the definition of energy and use stationary observers instead (which become static once &°
is hypersurface orthogonal).

Note that the definition of E really only requires a stationary spacetime, .J requires only
an axisymmetric spacetime, and @ requires neither. Also, these definitions do not require
vacuum or electrovac spacetimes. Therefore, they apply to more spacetimes than just the
Kerr-Newman family of spacetimes.

A few explicit computations in the Kerr-Newman metric with £ asymptotically hypersurface
orthogonal to some spacelike hypersurface ¥ (i.e. the standard of “space” set by ¥ and
the standard of “time” set there by £* at infinity are compatible) show that the three
quantities M = E, J and @ of Definition A.1 are precisely the three parameters of the Kerr-
Newman metric [81, Section 12.3], hence the symbols and names used for the parameters.
In particular, the quantities are independent of S, as long as S encloses the event horizon
(i.e. encloses H N'X). Thus, we do not have to worry about there being no static observers
at finite distances, since we can always use the case where S approaches infinity to recover
the physical meaning of M, J and Q.

Using Stokes’ Theorem, the integral in (A.10) may be converted into an integral over the
three-dimensional volume int(S)— B C ¥ laying between horizon and S, and an integral over
the intersection H N X of the horizon with ¥. Using the general result V V%, = —R,“v,
valid for Killing vector fields v, as well as the Einstein field equations (0.1), allows us to
write

1 1 1
Jop 7/ (T“ _ Lyt s ) e — 7/ CupoaVEL, A13
am int(S)—B bt ST ¢ 8T Juns bed ( )

The first term corresponds to the contribution of the energy-momentum tensor to F, and
it looks like the expression one would expect from linearized gravity [81, Exercise 11.5]. It
vanishes in vacuum spacetimes. The second term can be seen as a contribution coming
purely from the black hole; we denote it by Ep. Contrary to the first term, we did not use
the Einstein field equations to write it down. See [81, Sections 11.2 & 12.5].
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Similarly, we can split J into a contribution from 7, and a contribution

1

Ty = ——
H 167 HN

Eabcdvc'lpd (A.14)
b
from the horizon; see [8].

Zeroth Law of Black Hole Dynamics. Rewriting (A.13) with x® = £* 4+ Quv*, we get

T 4r

1 1 1
E / (Tab - ETff 6ab) gbeacde +2 QHJH - ] / 6abcdvcxd' (A15)
int(S)—B T JHNS

Note that €., = €., V| X, and thus €apeaV V? =26, N, X VX = €, N. V(x,x?), where
we have used Killing’s equation V,x, = V X;.

ded is zero everywhere on the horizon and hence V,(x,x®) is normal to the horizon; it
must therefore be proportional to x°. See [81, Section 12.5]. We can thus define:

Definition A.2: Surface Gravity

Let H be the event horizon in an (asymptotically flat) spacetime with the property
that there exists a Killing vector field x* which is tangent to the horizon generators
on H. In particular, V,(x,x®) is proportional to x,.

The surface gravity x is the function defined on H such that

Vi(XaX?) = =264 (A.16)

Note that stationarity and axisymmetry is not necessary for this definition, but they together
imply the existence of x®.

With N® given (i.e. with a choice of X)), the surface gravity is
k= —Navaabe (A17)
see [8]. And for a Kerr-Newman black hole, the surface gravity is given by

M2_a2_Q2
R =
2M(M + /M2 — a2 — Q2) —

(A.18)

in particular it is constant on the horizon. More generally, the surface gravity satisfies the
following theorem:

Theorem A.3: (BARDEEN, CARTER, HAWKING) Zeroth Law of Black Hole Dynamics

For a stationary black hole spacetime satisfying the condition
Xio Ry X, =0 (A.19)

on the horizon, the surface gravity s is constant on the horizon.

For a proof starting with the Definition (A.16), see [81, Section 12.5]; the original proof [8]
instead starts with (A.17). Both proofs make use of the fact that x* is a Killing vector and
thus satisfies V,V,x. = —Rbcadxd. Both proofs conclude by requiring a similar condition
on the Ricci tensor on the horizon; we will discuss this condition further down. Importantly,
the Einstein field equations have not been used in the proof.

81



In the Schwarzschild case, £ is hypersurface orthogonal everywhere outside the event hori-
zon; this allows for the intuitive definition of surface gravity as a force felt on a string left
dangling towards the black hole, which we mentioned in Section 2.3. See [81, Section 12.5].

Finally, let us make some observations:

1. Like the second law, the zeroth law in the form of Theorem A.3 does not require the
Einstein field equations.

2. By using the Einstein field equations, we can however transform the rather obscure
condition (A.19) into a more meaningful energy condition. One can show [8] that the
dominant energy condition

T,v" >0 and —T9v° T .
( futllfre—directed, timelike or null ) for all timelike vectors v, (A.20)

implies (A.19) via continuity. Note that the dominant energy condition implies the
weak energy condition (2.11). —T% v® is the four-momentum locally seen by an ob-
server with four-velocity v®. The strong energy condition thus extends the weak en-
ergy condition by assuming that observers always measure future-directed, timelike or
lightlike four-momenta. This is reasonable in almost all situations. Since the process
of Hawking radiation violates the weak energy condition as mentioned above, it also
violates the dominant energy condition.

First Law of Black Hole Dynamics. Assume that our black hole is stationary, ax-
isymmetric and such that the zeroth law holds. The last term in Equation (A.13) can be
rewritten in terms of the surface gravity k. By varying the equation one may (after some
involved computations) obtain a relation of differentials similar to the first law of thermo-
dynamics (see e.g. [40]). The result thus obtained by BARDEEN, CARTER and HAWKING [§]
works for all stationary, axisymmetric black holes, with the zeroth law holding, and with
energy-momentum tensor in the form of a perfect fluid.

We will not need this generality and instead focus only on Kerr-Newman black holes, where
J = Jy. For this it is easiest to vary instead equation (A.8) and to solve for dM; after a
short calculation we thus obtain [9] the first law of black hole dynamics, Theorem 2.7.

The zeroth and first law of thermodynamics are compatible in that they both apply to the
same set of systems: those in equilibrium. Similar parallels exist between the zeroth, first
and second law of black hole dynamics: if the first law applies to a black hole spacetime,
then so does the zeroth law; and the entropy identified in the first law would be proportional
to the horizon area A(H), which is precisely the object described by the second law of black
hole dynamics.
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B Details on the Derivation of Hawking Radiation

We gather here details of some computations left out in Section 2.5.

Spherical Symmetry. Since the metric (1.31) is spherically symmetric, with angular part
behaving like in flat spacetime, it makes sense to separate solutions of (2.22) according to

[e%S) l

a(tr0,0) =3 S L)y (g.4), (B.1)

=0 m—t TV O(tT)

where Y} ,,, are the spherical harmonics. For [ = 0 we anticipate modes to fall-off roughly
as o« 1/ /O, since a continuity equation should hold, and the sphere at coordinate radius
r has an area of 47Or?, as we can see from (1.31). In preparation for this, we have already
extracted a factor of 1/7v/0. Because ® is real, we must have

Ubm(t,7) = Up—ml(t, 7). (B.2)

In particular, Uy o(t,7) € R.

Out- and Ingoing Null Coordinates. Before plugging this decomposition into
9, (Vlglg"0,®) = 0, (B.3)

((2.22) in the main text) to obtain a differential equation for U; ,,, it is worthwhile to consider
qualitatively the solutions we expect for Uj,,. In flat spacetime (B.3) reduces to the well-
known three-dimensional wave equation in polar coordinates; the spherically symmetric
(I = 0) solutions for Uy are then superpositions of ingoing waves x exp(iw(t — r)) and
outgoing waves o exp(iw(t + 1)), with w € R. That this is the case can be most directly
seen by changing to the outgoing and ingoing null coordinates w =t —r and v = t + r;
this transforms the equation for Uy into 0,,0,Up o = 0. Thus, Upo(u,v) = f(u) + g(v) for
arbitrary real functions f and g; Fourier-transforming these functions yields the solutions
mentioned above.*” Since we will be interested mostly in the [ = 0 case, it makes sense to
try finding corresponding null coordinates u and v for our metric (1.31).

Recall from the main text that we assumed V', ¢; and © to be time-independent at this
stage. We focus on the t-r sector of (1.31):

dsfﬂ. =0- [(V2 —c2)dt* — 2V dtdr + drz}

@.(VQCE).Kdt dr >~<dt+ d’”Vﬂ =0 (V2— ) dudv. (BA)

cs+V Cs —

We thus define the out- and ingoing null coordinates according to

" dr’ " dr’
vt ey ] e B

To prevent problems at the horizon, we introduce u. and u~, as described in the main text:

" dr’ " dr’
=t —_— =t- A LT B.
te< /T< es(r') +V(r')’ 4> /T> cs(r') + V(1) (B5)

These equations are (2.23) and (2.24) in the main text. Note that 9, is independent of the
choices of 7~ and r~, since those only induce shifts in u. and u-.

49 Additionally, we obtain some reality condition linking modes of w and —w because ® is real.
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The full metric is now

ds* =0 - [(V? = c) dudv + r2dQ?] (B.7)

hence 1
lg| = ©*- 7% sin?0 - Z(VQ —c2)?, (B.8)
Viglg"” = © 7% sinf - diag [(? (1)> ; %(V2 —¢2) - diag (7’72,7“72 sin 2 0) . (B.9)

Field Modes. Because the metric components do not depend on time, computations are
simplified: any function f(r) only depending on r, such as r itself and now by assumption
also ¢s, V and ©, must depend on uw and v through f = f(u — v). Thus, 9,f = —0,f,
O2f =02f = —0,0,f, etc.

Inserting the decomposition (B.1) into (B.3) with (B.9) and assuming time-independence
yields, after some algebra:

MUIM — _1(V2 _ cf) .
rv/O 4

where U, ,, is now viewed as a function of the new coordinates (u,v). In particular, we have
used that Y7 ,,, are eigenfunctions of the angular Laplacian Age:

I(1+1)

auav Ul,m - r2

Ui,m, (B.10)

1
Ng2Yim = —11+1)Y] m, Ng2 = @89 (sinf dy) + 9. (B.11)

sin? 6
The factor 1/rv/© has also helped in simplifying (B3.10). However, the actual fall-off of
solutions is not quite oc 1/rv/0. Firstly, [ is known to produce different fall-off rates in flat
spacetime; this also happens here due to the term on the right-hand side of (B.10), which in
the present case is further modified by the properties of the flow, which among other things
are responsible for curvature. For [ = 0 this term vanishes. Secondly, the flow properties
also influence the fall-off directly via the second term on the left-hand side; this happens
because v and v contain V and ¢, implicitly. These two terms make (B.10) very difficult to
solve in general; even for the Schwarzschild case, it is a formidable task (see e.g. [24]).

Note that without the two terms just discussed, we simply have 0,0,U;,, = 0, whose
solution is of the form fs (us) + f<(u<) + g(v), where f~, f~ and g are arbitrary functions
(defined on the respective domain of the variables). Thus, the solution space is spanned
by functions < e7“* w € R, @ = u.,u>,v, and it is understood that the exponentials
with u. and u~ are set to zero outside the domain of u. and u~ respectively. Now since
both non-trivial terms in (B.10) are multiplications with functions of r, the solution space of
(B.10) will be spanned by the functions F47(r) e™*, where F47(r) are unknown functions
of r. Investigating (B.10), we see that Ff/g does not depend on m, and we simply write
Ffwa. The dependence on « occurs in part because we need Ff,7u>(r) =0 for r < rg, and
similarly Fi7u< (r) = 0 for r > rgy. Furthermore, through choosing the phase of Afu*f’;, we
can always make the Fulaa real-valued, which we will do from now on. Thus, the solution to
(B.10) is
o0
Upm(t,r) = / dw Z AL FL (r)e e, Abm e C. (B.12)

- a=u<,us,v

Due to asymptotic flatness, we have V' — 0, and ¢; — const for r — oo, and (B.10) becomes
uByUpm = O(r~1) for r — co. We must thus have that F., ,_(r), F, () = const.+O(r1)
for r — o0o. These functions contain all the information about the shape of the r-fall-off of

solutions; luckily we will not need their exact expression.
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It is useful to choose the constants in F, , (r) and F., (r) for r — oo such that F_,,_(r),
FL ,(r) = 1+ O(r~!) for r — oco. This is possible, since in flat spacetime, spherical waves
fall off as 1/7 due to the continuity equation [65], and we have already extracted a factor
1/r from our modes. We also extract a factor 1/,/w from all F, , as is usual [65].

w,a?

Due to the reality condition (B.2), the A" are not fully independent, but must satisfy

Abmo=Ab (B.13)

In particular, A?j) Aﬂg o
In conclusion, the general solution to the Klein-Gordon equation (B.3) under the assump-

tions above can be written as a mode expansion

o) l 00 dw '
O(t,r,0,0) = Al oo . a(r) e v, (B.14)
Syt by

a=U US>,V

with the reality condition (B.13) imposed; this shows (2.25) and (2.26) in the main text. A
similar expansion is obtained for the special case of a collapsing spherical star geometry in
HAWKING’s original paper [31].

The spherically symmetric case (I = 0) is

d(t,r,0,0) = Foa(r) [Avee @ + A, 0e°], (B.15)

v o= u<,u>,

which is (2.28) in the main text.

Finally, we can allow for slow time dependence (2.27) without changing our results, since
this allows us to effectively ignore the time derivatives of V', ¢s and ©.

Extension of the u-Coordinate Through the Horizon. The Feynman-ie prescription
roughly speaking instructs us to add an imaginary mass term m? = —ie in the Klein-Gordon
equation, i.c. [g|~'/29,, (|g|"/?¢"* 8, ®) —ie® = 0, to obtain the correct propagator. This has
the effect of adding —ie\/]g[/rv/© - Upm to the right-hand side of (13.10).

The small imaginary mass term of course changes the mode decomposition (B.15). One
possibility is to absorb the change into the functions F,, . But this hides the potentially
very large influence of the ie-prescription: after all, it plays a crucial role in the expression
of the propagator, by making a divergent quantity finite. We expect a similarly drastic
impact on the modes of (B.15). Another approach is thus to try to include the change in
the exponential factors e*“? by slightly changing the definitions u., u~ and v. As we will
see, this allows us to connect u~ and u~ into a single coordinate, which is what we originally
wanted to achieve in the main text.

Consider the eikonal limit w — oo, where the differential equation (B.3) in the new coordi-
nates naturally decomposes into an equation for a and one for F,, »; by moving the ie-term
into the equation for o, we move all the influence of ie from F,, , into a. Note that this a
priori only works in the eikonal limit. In that limit we have the eikonal equation for o [76]:

wQQ‘“’(@ua)(aya) —ie =0. (B.16)

Note that two factors of i due to the derivatives have introduced a minus sign. It is then
possible to absorb ©(r)~! from g"¥ into . Although this makes € ~» £(r) r-dependent, this
does not matter, since the ie-prescription is ultimately to be understood with the eventual
limit € — 0 in mind; so if © is sufficiently well-behaved, lim. o = lim,(,)_,o pointwise. Let
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us thus simply write e = £(r) and forget about the conformal factor in the g#¥.°" With
a = «(t,r), the eikonal equation gives (see also [76])

(W= V(r)ka(r)? = cs(r)?ka(r)® + e, ko(r) := —wg—(:. (B.17)
Thus,
w—V(rk(r)=+ (cs(r)k(r) + ;ia> + 0(e?) = +(1 +ie)es(r)k(r), (B.18)
where we have redefined ¢ in the last step. Thus,
kE(r) = d (B.19)

V(r) £ (1+ig)cs(r)

We recognize that in the limit ¢ — 0, kf = —wdu/dr and k; = —wdv/Or (think of u. or
us wherever they are defined). So solving the eikonal equation (B.16) leads us to redefine
u and v according to

dr’

“:t_[>a+mm@q+va

" dr’ " dr’
v .t+/r> (1 —l—iE)CS(T/) — V(?“/) = t+/r> m +O(€). (B21)

Note that for v, the ie-prescription does not change the definition in the eventual limit ¢ — 0.
u on the other hand is regularized by it and can now be extended through the horizon; and
for r = 0o, u — u~.

(B.20)

So far, this only works for w — co. We instate these definitions of v and v for all w; this
requires us to modify the F,, , for low values of w, and away from r — oco. But this does
not bother us, since we have found a regularization of v which is what we originally wanted.
Let us now explore how this connects the coordinates u~ and u.

Since c¢; > 0, the ie-prescription leads us to regularize the integral of w by moving the pole
from r = ry out of the way into the lower half plane. This is equal to (still for r < rg)

dr’
U= /FE TV + O(e) 4+ u<, (B.22)
where I'; is the contour shown in Figure 10: trace the real line starting from r~ until rg +¢,
followed by a semicircle 7. of radius ¢ into the upper half plane in order to circumvent the
pole at r = rp, and finish by tracing the real line from rg — e to r—~. Also, it is understood
that ¢ and V' have been sufficiently analytically extended into the complex plane; note that
this is always possible if ¢, and V are for instance analytical as real functions (see e.g. [51]).

Imr

I'e
m < > Rer

r< TH r>

Figure 10: The integration contour I'..

This contour integral contains a real contribution C' due to two legs of the integration along
the real line. In circumventing the pole, the contour integral also picks up an imaginary

50 Another reason for why the conformal factor should not matter here, is that it does not matter for the
eikonal equation of the massless field. And since our field is nearly massless, even more so because w is large,
it should only matter very little here.
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contribution: close to the horizon, the denominator of the integrand is (2.36) and thus for
small € the imaginary contribution is

/diﬂ_iﬂ (B.23)
’vs”'(T/*TH)_"?. .

u=1uc—C— % + O(e). (B.24)

Thus,

The constant C' can be set to zero by a suitable choice of r~ and r., which we will assume.
This shows Lemma 2.11 in the main text.

Analytical Continuation of u-Modes. This also implies that
O(r —rm)e "> +0(ry —r)e” “i<e /" (B.25)

is analytical in the upper half-plane of r (since this is the half-plane through which we
regularized u); here, we extend the Heaviside-functions # into to upper half plane simply by
0(z) := O(Re (z)). Therefore, we can also consider the modes (up to a factor 1/rv/0)

At Fu(r) - [0(r —rm)e™™@> +0(rg — r)e“<e™™/*] (B.26)

and their complex conjugates; the A,, 1 are the amplitude of these new modes. Here, F,, - (7)
and F, -(r) satisfy the same differential equation and thus agree at rz up to a constant
shift, which we chose to be zero; therefore we simply wrote F, (r). We note that modes of
the form

Ay _F,(r)- [0(7‘ —rg)et> 4+ 0(ry — r)ei”“<e"”/“], (B.27)
and their complex conjugates are also analytical. These are (2.40) and (2.41) in the main
text. These modes are independent of each other: the (4)-mode is essentially an analytical
continuation of the u~-mode, and the (—)-mode a continuation of the complex conjugate of
the u--mode; but these modes were originally independent. Instead of u.- and u~-modes,
we can expand our field also in terms of (+)- and (—)-modes.

Comparison of coefficients gives

1 _
Aw,u> = 5 [Aw,+ + Aw,—]; (B28)
1 —Tw/kK A Tw/K
Aw,u< = 5 [Aw,Jre + Aw),e L (B29)
with inverses
1 s
AUJ)+ - m [e w/ﬁAw’u> - Aw,u<]; (B30)
A 1 —Tw/K
= = (o) e ~ ¢ o] B3

Once quantized, these relations will become relations between operators, so-called Bogoliubov
transformations.

Because the new modes are independent, their commutator must vanish:

N N 1
0=[Au+,Au-|=————| — Cu. —Cyu. , B.32
s Ao ) = S [= Con () = Cuc )] (B.52)
and thus
Cy_ (w) = —=Cy. (w). (B.33)
We can now compute
N N Cy. (w) -~
A, ,AT = B T4 et?m/r ] §(w — W) - id. B.34
(Auss AL 5] = e S [/ 1] = o) (B.34)

Since the prefactor is positive, A, + can be seen as annihilation operators.
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Comments on the Analytically Extended Modes. Two comments on the new modes
are in order:

Firstly, despite u now being analytically continued in the complex plane above r = rg,
its behaviour is still singular at » = rgy and e % oscillates uncontrollably close to the
horizon. This is related to the so-called trans-Planckian problem, the fact that derivations
of Hawking radiation seem to require infinitely blue-shifted modes close to the horizon during
calculations, even if these modes have no physical impact on the result. See e.g. [81].

Secondly, in the main text we have identified somewhat non-rigorously both the (+)- and
(—)-modes as positive frequency modes as seen by the infalling observer. To show that these
modes really are of positive frequency, one must first switch to a coordinate system which is
non-singular around the horizon (such as local Minkowski coordinates of an inertial reference
frame) and find a set of positive frequency modes there; one then shows that the (4)- and
(—)-modes are linear combinations of only those modes. We will not do the computations
here; see [76] and especially sources therein for details.

Annihilation Operators for Infalling Observer. As argued in the main text, flw,i can
be seen as annihilation operators for the infalling observer. It will however be useful to define
the operators for the observer as normalized versions of flw,i such that the commutation
relations are the same as for particles at infinity; we thus set

b sinh(rw/K) 4
w,+ -— /74:1:&6:‘:27“”/“ w, %)

giving the Bogoliubov transformation (these are equations (2.45) and (2.46) in the main
text)

(B.35)

bt = W [e™ /20 A, 0 —e ™A, L ], (B.36)
b = e [ AL e AL ) (B.37)
The inverse transformation is
i = W[eww/%aw,+ el ], (B.35)
e = W[e“/ b ™2 ] (B.39)

The first of these equations is (2.50) in the main text.
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C Fluid Analogue Model for 1+1-Dimensional
Schwarzschild Spacetime

We have seen in Section 4.4 that modelling Schwarzschild spacetime in Gullstrand-Painlevé
coordinates using a flowing fluid is difficult, because the continuity equation has to be
satisfied. Unfortunately, the continuity equation is a fundamental part of most analogue
systems based on fluid flow and cannot easily be removed. We have also seen that there are
approaches to circumvent this issue, but they are complicated, often involving complicated
fluids.

We present here a new approach: Instead of modelling Schwarzschild spacetime in a fluid of
the same spatial dimension, we propose to model 141-dimensional Schwarzschild spacetime
in Gullstrand-Painlevé coordinates, using a 2-dimensional fluid flow; Schwarzschild space-
time will then only be represented by a subset of the model, while the rest of the model is
required to satisfy the continuity equation.

Solving the Laplace Equation. We saw in Section 4.4 that to model Schwarzschild
spacetime in Gullstrand-Painlevé coordinates using a perfect, irrotational fluid forces us to
choose constant density po for the background flow and constant speed of sound o. The
continuity equation of the background flow then becomes V - vy = 0 (recall (4.56)), thus,
expressed in terms of the velocity potential vo = —V®(, we have

Ady = 0. (C.1)

In other words, the velocity potential is a harmonic function.

Since we are working in two dimensions, we can make use of parallels between harmonic
functions and holomorphic functions. Concretely, we will use the following Lemma:

Let I C R be an open interval and f : I — R an analytical function. Then there exists
an open neighbourhood O C R? of I x {0} C R? and a smooth function ® : O — R
such that

(a) A®(z,y) =0V(z,y) € 0.

(b) ®(z,0) = f(z) Vx € I.

(c) 0y®(x,0) =0Vz e I.

Proof. We begin by interpreting I as a subset of the real axis in the complex plane: I C R C
C. We then holomorphically continue f to F': U — C, with U some open neighbourhood of
1. More precisely:

We use the fact that the Taylor expansion of f around any x € I converges for an open
disk around x (the disk of convergence) since f is analytical, to extend f to holomorphic
functions f, on these disks around every point x € I. Since two such holomorphic functions
fe, [z with overlapping domains agree on an interval in I (where they both agree with f),
the identity theorem ensures that f, and f,, agree everywhere their domains overlap, and
they can be “glued together” to a single holomorphic function, which still agrees with f on
1. We can therefore glue all f, together and thus obtain F': U — C, and U is the union of
all convergence disks. Of course, we might still be able to extend F' and U further, but this
is not required here.

Without loss of generality, we can take U to be symmetric around the real axis, i.e. z €
U & z € U. Consider F™, the restriction of F to {z € C|Im(z) > 0} NU. FT fulfils the
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requirements of the Schwarz reflection principle, allowing us to holomorphically extend F +
to F' defined in all of U; furthermore, this extension has the property that

But F agrees with F' on the upper half of U and invoking the identity theorem again, it
must hold that F' = F. Therefore, F(z) = F(z).
The function G : U — R,

a@:%w@+p@y (C.2)

thus is well-defined as it takes on real values. Writing F'(z + iy) = u(x,y) + iv(z,y), with
real-valued v and v, we then have

Gl +iy) = ulz, y). (C.3)
Since F' is holomorphic, u and v satisfy the Cauchy-Riemann equations

ou Ov ou ov

%:a—y’ a—y:—%7 (C.4)
and therefore,
0? 02 0?
@U(%y) = mv(%y) = —8—1/2”(%9), (C.5)
it follows that G is harmonic, i.e.
AG(z +iy) = 0. (C.6)

Let us now define
O :={(z,y) €ER? |z +iy € U} C R?, :0—-R, &(x,y):=G(x+iy). (C.7)

O is an open neighbourhood of I x {0} C R, since U is an open neighbourhood of I C C.
Furthermore, A®(x,y) = 0 V(x,y) € O, since AG(z + iy) = 0 Vax + iy € U. Property (a)
thus holds.

Property (b) also holds, because ® agrees with f on I x {0}, since G agrees with f on I.
Finally, we can compute

0,8(,0) = 1 (i (x) — iF"(x)) =0, (C.8)

with a prime denoting complex differentiation, demonstrating property (c). O

Building the Model. We can use Lemma C.1 to build analogue models:

Theorem C.2

Let I C R be an open interval and g : I — R such that — [* da’ g(2’) is analytical
in z. There exists a 2D potential flow v = —V® with:

(a) the flow satisfies the continuity equation for constant density, i.e. AP = 0.

(b) vz(z,0) = g(z) Va € I.

(c) vy(z,0) =0Vzx el

Proof. Define f: I — R, f(x) := — [“da’ g(z). f is analytical by assumption, and we can
apply Lemma C.1 to obtain the velocity potential. The properties (a)-(c) are then simply
the properties (a)-(c) provided by the lemma. O

Note that it suffices if g is analytical, because one can proof using Morera’s theorem that
x / 12 .
— [*da’ g(2") must then also be analytical.
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Schwarzschild Spacetime in Gullstrand-Painlevé Coordinates. Of primary interest
is the case g : (0,00) — R, g(z) = —\/rs/x, corresponding to the flow of Schwarzschild
spacetime in Gullstrand-Painlevé coordinates with one spatial dimension. According to
Theorem C.2, there exists a fluid flow with constant density, and velocity potential ®q
providing the velocity profile vo(z,0) = g(z) on (0, 00).

Tracing the proofs of the lemma and theorem, we see that

@) = / " \/;i N o (C.9)

Furthermore, if /- denotes the complex-valued square root defined on C with branch cut
along the negative real axis (this is the holomorphic extension of the real square root func-
tion), we find that

Bo(z,y) = /75 - (\/ﬂc+iy+ \/x—iy). (C.10)

Indeed, on the subset > 0 and y = 0, this potential induces the flow

Ts

v0,4(2,0) = — e vo,y(x,0) =0, (C.11)

as advertised.

The full flow is best expressed in polar coordinates:

v0,2(1,0) = —4/ %cos g, V0, (7, 0) = —/ 7“75 sing. (C.12)

For this we have used that Vrel? = \/rel?/2 for r > 0 and § € (—x, 7). Figure 11 shows the
flow.

w

[\

[uy

[e=)

-

[y
—_

-3 -2 -1 0 1 2 3

Figure 11: The potential fluid flow described in the text for M = 1. Colour
indicates the flow velocity. A circle marks the ergo-region; note that the boundary
of the ergo-region is not an apparent horizon. Also marked are the sonic point
S = (rs,0), corresponding to the horizon of Schwarzschild spacetime with one
spatial dimension, and the singularity X = (0,0). The black line on the negative
z-axis is the branch cut of the complex square root.
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The analogue metric induced by this flow is (up to a constant) (see (4.37), with o = const,
po = const)
rs/r —1 \/rs/rcos(0/2) /rs/rsin(6/2)
G = 1 0 , (C.13)
* 1

where * us a placeholder for the symmetric part. As we can now clearly see, this becomes the
Schwarzschild metric in Gullstrand-Painlevé coordinates with one spatial dimension when
restricted to x > 0 and y = 0, that is § = 0.

Apparent Horizon? Notice that the flow is supersonic for r < r5 and sonic for r = 2Mr;.
Therefore, any apparent horizon must lie inside the ergo-region r < r,. The flow velocity
is not orthogonal to the ergo-surface r = rg, except at the point (r4,0). This point is of
interest, because it corresponds to the event horizon of Schwarzschild spacetime with one
spatial dimension. It is thus natural to ask whether (rs,0) is part of an apparent horizon
also in our model with one additional spatial dimension. As it turns out, this is not the
case.

A necessary condition for a curve C' C R? to be an apparent horizon is that the magnitude
|vy| of the component of the velocity field normal to C' be equal to the speed of sound:
|vi| = c. We will show that this condition cannot be satisfied for any curve passing through
(rs,0).

Assume that there is an apparent horizon through (rs,0). At least locally around (rs,0) we
can parametrize it as a polar curve r(#). Let n(f) be the outwards-pointing normal. The
condition |v | = ¢ is then

n-v=—|n|, (C.14)

since the flow is inflowing while n is outwards-pointing.

For a general polar curve r(6) the outwards-pointing normal is found via

dz = %(r(@) cos0)df = (r'(0) cos @ — () sin(6)) d6, (C.15)
dy = %(r(@) sin ) dd = (r'(9) sin 0 + r(0) cos 9) d6. (C.16)

And thus (up to normalization)

— ' (0) sin @ + () cos 6
n(®)= (r’(@) cos 6 + 7(0) sin 6) ' (C.17)

Equation (C.14) now becomes, after some trigonometric simplifications:

Vs <\/;cos(9/2) + :;; sin(0/2)> =2 +r2 (C.18)

We now solve for 7’ to bring the equation into explicit form:

—1
r = lcos(@/Q)sin(H/Z) £, /= (1 — T) ‘| . (1 - 1si112(9/2)> : (C.19)
Ts Ts rs T
Since this step involved squaring both sides, it is a priori not clear whether both solutions
lead to the correct initial equation. Note also that (C.19) violates the Lipschitz condition at
r = 2M , for both choices of sign; thus, there is no guarantee for a unique solution. Numerical
simulations now show that neither (+) nor (—) lead to a real-valued solution with r(0) = rs.
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To analytically see why this is the case, we expand (C.18) in orders of § around 6 = 0. Given
the initial condition r(0) = rs, we find 7/(0) = 0 from (C.19), both signs resulting in the
same 7’ due to the vanishing square root. For the expansion we thus have

,r// (O)

r=rs+ 62 + O(6%), ' =7"(0)0 + " (0) 02 + O(H%) (C.20)

and therefore, using (1 + )% = 1 + az + O(x?),
1
N (1 + %0) 92> +0(6%). (C.21)
T's

With the expansions for sine and cosine we further find

7’ 1 9 (0 Ts\ o
7 sin(0/2) = 2\/7757“”(0)9 +0(6%), Vreos(6/2) = \/rs+ (4\/(775) — \/2>> 0> +0(6%).
(C.22)
Finally,
2 =r24+r2"(0)6% + 00, 2 =1"(0)20% + O(8°), (C.23)
and

Vi = (1 g (C2R+ 20 ) s o (C24)

2 r2 Ts

Therefore, equation (C.18) becomes, to second order in 6:

+ % —0. (C.25)

noy=Te g fTE 2 o ey, VIS
T’(O)—4:|: 16 ?"s—4:|:?"s T (C.26)

Since this is not a real number, any solution to (C.18) with r(0) = r¢ cannot be a real-valued
solution. There is thus no apparent horizon passing through (r,0).

Solving for r”(0) gives

Scalar Field Propagation. A scalar field ®4(¢,z,y) propagates in the metric (C.13)
according to the massless Klein-Gordon equation

0, (h"9,®1) =0, (C.27)
with
1 —+/7s/1cos(0/2) —4/1s/rsin(6/2)
hH = \/]glg"" —1+4 (rs/r) cos?(8/2) (rs/r)sin(0/2) cos(6/2) | . (C.28)

* —1+ (ry/r)sin?(0/2)

For small values of y, we have cos(6/2) = 1 + O(y?/z?), sin(/2) = y/2 + O(y®/x?), and
r =z + O(y?/x?). Thus:

1 —/rs/z  —y/rs/x-y/2x
hH* —1+r/z  (ro/z)-y/2z |+ 0w /2%). (C.29)
* —1
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The massless Klein Gordon equation becomes
0? 0 [rs O rs\ O
—&1+— | —24/—== ( -1 —) —
ot? 1+8x< x Ot L +x Ox 1)

02 0 re Yy O 0 y 0 0 y 0
“gett o (V5 Ba®) -5 (amgyt) o (g ©)
For y = 0, we have
0? 0 re O re\ O
et o (‘2\/ Tatr (-1 m)aﬂ)
0? lre 1 0 ry O

Here, the left-hand side are the terms we should expect in Schwarzschild spacetime with one
spatial dimension; the right-hand side is purely due to the presence of the second dimension.

It seems that, even for y = 0, the second dimension, originally introduced in order to
satisfy the continuity equation, has a non-trivial influence on the propagation of sound
waves. However, the right-hand side can in principle be forced to become zero if 52®,/dy?
is adjusted accordingly; then scalar field propagation in the region z > 0, y = 0 should
indeed simulate scalar field propagation in Schwarzschild spacetime with Gullstrand-Painlevé
coordinates and one spatial dimension. We have not investigated this possibility further;
particularly interesting would be to understand how the two-dimensional flow has to be
restricted, and whether this can be done experimentally, such that the right-hand side
vanishes.

Finally, we note that in the eikonal limit of high frequencies, sound propagation reduces to
the propagation of null geodesics in the metric (C.13); and the geodesics restricted to y =0
are precisely those of Schwarzschild spacetime with one spatial dimension. In the eikonal
limit, the influence of the second dimension vanishes.
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