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Abstract

Starting from the point of view of an observer, we provide a new construction for unitary
quantum reference frame transformations between observer perspectives, and under physical
assumptions derive the existence of an observer-independent, external view. The non-trivial
problem of reversibly transforming between physically relevant imperfect reference frames is
solved by embedding such frames in perfect ones. Thanks to this embedding, our approach
allows transforming into the perspective of an imperfect quantum reference frame, in a
way which is consistent with the rich information theory of such frames. We explore the
consequences of the embedding and explain the point of view of an observer whose frame is
imperfect. The findings are applied to imperfect reference frames for one-dimensional Galilei
transformations, in light of potential future applications in quantum gravity.
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1. Introduction

Any description of physics will inevitably require the notion of an observer, since we ourselves
are observers. Closely linked to observers is the notion of a reference frame, intuitively the
point of view an observer has on nature. Physical quantities are then understood relative to
this reference frame. In classical physics, reference frames are often imagined as in principle
realizable using physical objects [1, 2]; for instance, one may imagine how a Cartesian
coordinate system, a reference frame for motion in space, could be constructed from a rigid
body. It thus seems inevitable to also consider reference frames realizable from quantum
objects, if one is studying quantum phenomena [3-5]. This idea is the main motivation
behind the field of quantum reference frames and quantum reference frame transformations,
which has recently received a lot of attention [6-15, and sources therein]. Compared to
reference frames in classical physics, quantum reference frames can be in superpositions of
orientations, and exhibit other quantum phenomena such as entanglement.

Quantum reference frames can be further divided into perfect and imperfect frames, based
on how well they break the symmetry of the symmetry group relevant in the studied scenario.
Intuitively, a reference frame breaks the symmetry perfectly, if it can perfectly keep track of
every symmetry transformation which acts on the studied quantum system. For instance,
the position of a classical particle is a perfect reference frame for translations, if position
can be measured to arbitrary precision. Due to uncertainty relations, quantum objects
occurring in nature typically make imperfect reference frames. For instance, one cannot
perfectly localize a quantum particle without letting its momentum uncertainty and thus
also energy uncertainty become unbounded; thus it makes an imperfect reference frame for
translations. The difference between perfect and imperfect quantum reference frames is
illustrated in figure 1.1.

Without the notion of transforming between frames, quantum frames are still immensely
useful as references, relative to which quantum information, such as the orientation of a
spin, can be understood; this idea has lead to the development of a rich information theory
of imperfect reference frames [6, 16-24, and sources therein)].

BB B

Figure 1.1: Left: An unrealistic, perfectly localizable quantum particle as a perfect
reference frame for translations in one dimension. It may be in superposition, as
indicated, or exhibit other quantum phenomena. Right: A more realistic quantum
particle, which cannot be perfectly localized, as a reference frame for translations
in one dimension. This particle too may be in superposition.

Importantly, quantum reference frames are also expected to play a role in the development
of quantum gravity [10, 13—15, 25-27]. For instance, one may hope to better understand



the gravitational field of a gravitating mass in superposition by transforming into the frame
of the mass, where the gravitational field could be argued to become classical. And since
quantum masses cannot be perfectly localized, we have reason to believe that especially
imperfect reference frames will be relevant.

We are thus interested in transformations between imperfect quantum reference frames.
Such transformations have however been studied less extensively than transformations be-
tween perfect frames (see e.g. [8, 15] for the latter). This stems in part from the difficulty
if not impossibility of reconstructing the view of one observer from the view of another:
an imperfect observer, say Alice, might not have access to all the information necessary to
reconstruct the view of another observer, say Bob, leading to irreversible transformations
(see e.g. [6]). We here take the standpoint that the views of both observers exist, and thus
there must be a way of reversibly, i.e. unitarily transforming between them, even if this
requires keeping track of information which might not be accessible to certain observers.
We do not ask: “what does Alice think that Bob sees?” But rather: “what does Alice see
and what does Bob see?” There already exists a framework capable of unitary transforma-
tions between imperfect reference frames, the so-called perspective-neutral approach [9—-14].
Unfortunately, it relies on coherent methods (inspired by the Page- Wootters formalism for
time evolution [28, 29]) and because of this is incompatible with the rich information theory
of imperfect reference frames mentioned above. In short, the perspective-neutral approach
uses a coherent group average (so-called coherent G-twirl) to handle the lack of knowledge of
certain degrees of freedom in absence of a reference, while the mentioned information theory
relies on an information-theoretically more natural incoherent average (the G-twirl) for the
same purpose. The framework [15] uses the incoherent approach, and is thus compatible
with the information theory of imperfect frames, but it cannot handle imperfect reference
frames.

The goal of this thesis is to extend the formalism [15] to allow for transformations between
imperfect reference frames, in light of potential applications in quantum gravity. The result
is to our knowledge the first framework of quantum reference frame transformations which
(1) produces unitary transformations between reference frames, (2) can deal with imperfect
frames, and (3) is compatible with the information theory of imperfect frames. A detailed
outline of how this is done as well as a list of results and contributions of the thesis is
provided in the next section.

1.1 Outline

We begin by introducing perfect and imperfect reference frames in chapter 2, with emphasis
on quantum reference frames. These notions have been firmly established in the literature;
most of the chapter will thus be an introduction to already existing concepts. We will see
that the defining feature of a reference frame is its ability to break the symmetry of a group
G; whether this works perfectly distinguishes perfect from imperfect reference frames.

In chapter 3 we introduce the formalism [15] of reversible transformations between perfect
reference frames. We do this in a novel way, by beginning with the point of view of an
observer, and constructing the transformations from there. Among other things, we will
derive the existence of an observer-independent external view, which (in a sense explained
later) was the starting point for the original derivation of the formalism. Also, we will not
consider the algebras of observables accessible by different observers studied in [15], but
rather consider states which transform from one observer to another.

In chapter 4 we then extend the formalism described in chapter 3 to allow for reversible
transformations between imperfect quantum reference frames. This is done through intro-
ducing embeddings of imperfect quantum reference frames into perfect ones. We observe



that embedding of imperfect reference frame states into perfect ones is necessary to yield
reversible transformations, but that this does not conflict with observers only having access
to the imperfect states. We also describe the physical implications of such embeddings and
explain what an observer in an imperfect quantum reference frame sees; notably, such an
observer tends to have a “fuzzy view” of physics due to the imperfection of their frame.

Chapter 5 introduces the Galilei transformations in one dimension, those being among the
symmetry groups which are interesting for quantum gravitational applications. Both the
Galilei group and its central extension, as well as their mass-m representations, describing
the action on quantum particles, are discussed. The central extension is relevant because it
makes the mass-m representations non-projective and thus suitable for our formalism, and
we will see that it is the natural group to consider when describing particles of potentially
variable mass. We also discuss the representation theory of the centrally extended Galilei
group.

Finally, we apply our new formalism to imperfect Galilei reference frames of quantum parti-
cles in chapter 6. We find that a single quantum particle always yields an imperfect quantum
reference frame and argue that quantum particles in squeezed coherent states are an ideal
choice for such reference frames. We close by describing the view of an observer in such a
frame and illustrate the “fuzzy view” found earlier.

There are two main novel contributions in this thesis: Firstly, we provide a new, “observer-
first” approach to the formalism of reversible transformations between perfect quantum
reference frames of [15]. This new approach is less abstract than the original (the abstract
approach has its own benefits however), and since it begins with the familiar view of an
observer, it can serve as a pedagogical introduction to quantum reference frame transforma-
tions. Secondly, and perhaps more importantly, we provide a new way of handling reversible
transformations between imperfect frames, which is compatible with the rich information
theory of imperfect frames, since it does not rely on coherent techniques. This approach is
enabled through the embedding of imperfect frames into perfect ones.

1.2 Notations and Conventions

We work in natural units where h = 1.

A dot “ - ” instead of a function argument, .e. “(-)”, “[-]7, “( -, )", etc. stands for an
unspecified function argument.

Hilbert spaces [30] are denoted by calligraphic letters, typically by H, Hi, Ha, etc. The
inner product is (-, - ).

States 1 € H in a Hilbert space are usually written in the bra-ket notation [30]: ¢ = |[¢),
(Y|o) = (¥, 9), and (| = (¥, - ).

Given a Hilbert space H, H denotes the larger vector space obtained in the context of rigged
Hilbert spaces [30, 31]. H is not a Hilbert space, but certain improper states in H\H are
compatible with the scalar product of H (generally having infinite normalizations), and we
use braket-notation for those states as well.

Operators on Hilbert spaces, as well as their extensions to larger vector spaces in the context
of rigged Hilbert spaces, are denoted with a caret: A, p, U, etc.

G denotes a connected, non-trivial Lie group [32, 33]. Our Lie groups are finite-dimensional.
Except for section 2.3, G will always be unimodular [34] (the left and right Haar measures
coincide). We will always work with a fixed yet arbitrary (left and right) Haar measure.
|G| is the total volume of the group and can be infinite (if and only if G is non-compact,
see theorem B.4). |G| should not be confused with the number of elements in G, which we



denote by #G, and which is always uncountably infinite.

Except for section 2.2, all representations of G will be unitary and non-projective [32]. The
mass-m representations Uy, (a,v) of the Galilei group Gal in chapter 5 are projective. We
will usually not specify that representations are non-projective, but always if they are.

When talking of squeezed coherent states of a quantum particle, we also mean the special
case of coherent states (i.e. with no squeezing).



2. Perfect and Imperfect Reference
Frames

Here we introduce the notion of a reference frame for a group G. Section 2.1 begins by
describing so-called perfect reference frames, which intuitively can be used to perfectly break
the symmetry of G by perfectly keeping track of G-transformations. Section 2.2 then special-
izes to perfect quantum reference frames, and section 2.3 provides an explicit construction of
such quantum frames. Besides perfect reference frames, we will also be strongly interested in
imperfect reference frames, which are introduced in section 2.4. Finally, section 2.5 discusses
ways of comparing different imperfect frames with each other thanks to so-called badness
measures.

2.1 Perfect Reference Frames

Intuitively, a reference frame is a physcial system used to keep track of transformations
acting on a larger physical system containing the frame. The notion of transformations is
most readily provided by a group (see e.g. [32] for the definition of a group). We will be
interested in continuous transformations and thus consider any connected Lie group G. A
Lie group is a group which is also a smooth manifold such that the group operation as well
as the group inverse are smooth (see e.g. [32, 33] for detailed definitions). In the chapters
5 and 6 we will specialize to Galilei transformations in one dimension and thus consider
variants of the one-dimensional Galilei group. For now, we will however keep our discussion
general.

A reference frame should keep track of transformations in the sense that from two given
reference frame states it should be possible to experimentally determine the unique trans-
formation g € G which maps the first into the second. Or rather, that should at least be
possible for a subset of all reference frame states. We also say, that a reference frame for
G is a physical system which perfectly breaks the symmetry of G. This symmetry-breaking
requirement is often taken, either explicitly or implicitly, as a basis for defining (quantum-)
reference frames [10, 13-15, 19, 20].

Besides being a tool to break the symmetry of a group, reference frames in physics impor-
tantly also serve as a point of view which can be taken: it should be possible to link reference
frames to observers. We will discuss this aspect of reference frames later, in chapter 3, and
only for the case of quantum reference frames relevant for us.



Basic Notions. To make the idea of a reference frame precise, we begin by considering a
representation of G acting on the space ¥ of some physical system. Recall [32]':

Definition 2.1: Representation ]

( N

Consider a set X on which G acts through a continuous group action
U:G—{X — X}, (2.1)

i.e., U maps group elements to transformations on X. The action U is called a
representation of the Lie group G, if it preserves the group multiplication:

U(g')oU(g) =U(g'g) V9,4’ €G. (2:2)

- J

We now assume the existence of special states in X, the classical reference frame states, such
that they implement the symmetry-breaking requirement. More precisely:

[ Definition 2.2: Perfect Reference Frame 1

( N

Consider the state space X of a physical system, acted upon by a representation U
of G. If there exists a subset of states C' C X with the properties

(a) the states C are physically distinguishable (see clarifications below),
(b) Cis an orbit of G under U (i.e. G acts transitively on C),

(c) for any 0,0’ € C there exists precisely one g € G such that ¢’ = U(g)(o) (i-e.
G acts freely on C),

then we say that the physical system is a perfect reference frame for G with the
classical reference frame states C.
= J

With “physically distinguishable” we mean that one can perform an experiment to determine
which of the states in C' the system is in, provided we know that it is in one of those states.
The exact meaning depends on the physical system in question as well as the context in
which it is considered, since both influences the set of available measurements. For quantum
reference frames for instance, physically distinguishable states will be implemented by or-
thogonal quantum states, i.e. states which can be distinguished by a quantum measurement.
We will see further down why calling C' the “classical reference frame states” makes sense.

Example 2.3

Consider the group G := (R, +) of translations in one dimension, and let ¥ := R be
the space of admissible positions of a particle in one dimension. Let U(a)(b) := a+b,
i.e. we let translations act on the particle exactly as one would imagine. Then setting
C := X defines a perfect reference frame provided different positions of the particle
can be distinguished with arbitrary precision.

IWhat we call “representation” of a group here is called a “realization” of a group in [32]. The concept
of “representation” of [32] corresponds to our concept of linear representation, which will be introduced in
definition 2.7 as a special case of a representation.



When explicitly constructing perfect reference frames later on, the following will be useful:

Proposition 2.4: Labelling of Classical Reference Frame States }

( 1

Given a perfect reference frame 3 for G with classical reference frame states C| it is
possible to label states in C as C = {¢, : g € G}, such that

U(g')(cq) = cgrg Vg,g € G. (2.3)

Labellings of this type are unique up to exchanging of the labels through g ~~ ¢'g,
where ¢’ € G is arbitrary. Equivalently, one may choose any ¢ € C to be labelled by
the identity e.

- J

Notice in particular that the relabelling freedom means that there is nothing special about
Ce, nor any other c,. This is in line with the symmetry-breaking property, which only
requires a perfect reference frame to determine the transformations which are acting, but
not the initial and final states.

Proof of Proposition 2./. From transitivity and freeness of U it follows that there is a bijec-
tion from G to C. Choosing ¢, € C and imposing (2.3) then fixes the labelling of every other
element. Using the representation property of U one shows that (2.3) can indeed be met for
every choice of c., and that different choices correspond to relabelling g ~» ¢’g, where ¢y is
the element to be newly labelled by the identity, expressed in the old labelling system. [J

Perfect Minimal Reference Frames. Note that definition 2.2 left open the possibility
that ¥ contained other states than the classical reference frame states C. Importantly, we
have no guarantee that states outside C' are any useful for breaking the symmetry of G and
thus for the operation of ¥ as a reference frame.

These extra states are typically not expected of reference frames as they are traditionally
used in classical physics (see e.g. the reference frames used in special and general relativity
[1, 2]). This explains why we call C' the set of classical states. We introduce the following
terminology:

[ Definition 2.5: Minimal Reference Frame W

E A perfect reference frame is called minimal, if ¥ = C. J

Example 2.6

Example 2.3 of a perfect reference frame is a minimal reference frame.

If we extend the example by setting 3 := R X R to be the phase space of the particle,
i.e. with one factor of R describing position of the particle and the other its momen-
tum, and letting G only act on the position (as one would expect), then any orbit
of G in ¥ can define the classical reference frame states of a perfect reference frame
(assuming again perfect distinguishability). This frame will however not be minimal.

For quantum reference frames discussed below we will typically have C' C ¥, roughly speak-
ing because quantum physics allows us to take superpositions of the classical states, which
lie outside C. However, a quantum reference frame will not be the opposite of a minimal
reference frame, and there exist quantum reference frames which qualify as minimal under
definition 2.5. We will come back to such an example below, after having defined quantum
reference frames.



2.2 Perfect Quantum Reference Frames

Recall that in pure state quantum physics [30], the state of a system is a vector |¢) € H of
a Hilbert space A up to complex multiple.? Explicitly, the state space is:

N(H) = (HMOD/~, ) ~p) ©30#£AeC: ) = Ap).

Note that the zero vector is typically not considered a valid state of the system. For 0 # |¢) €
H we denote by [|1)] € Z(H) the quantum state represented by |i). Because H is a Hilbert
space, given a state o € X(H) it is always possible to find a unit-norm representative |1},
i.e. (Yl) =1 and [|¢)] = 0. As usual, two states 0,0’ € X(H) are perfectly distinguishable
if any (and every) pair of representatives |¢), |[¢') are orthogonal:

[ (¥1¢)[? =0, such that [j)] =0, [[)] =o' (2.4)

Probabilities are absolute squares of scalar products between unit-norm representatives of
states.

Note that for a set C' of states which are pairwise orthogonal one can find an observable
whose possible outcomes upon measurement contains C' as a subset: we simply take the one-
dimensional subspaces of the states in C' as the eigenspaces of this observable. Measuring
that observable allows us to perfectly distinguish between the states in C', provided our
system is known to be in one of those states; this justifies why we should call C' a set of
“perfectly distinguishable” states.

With a state space identified and meaning attributed to “perfectly distinguishable” through
orthogonality of states (2.4), we could now follow definition 2.2 and define perfect quantum
reference frames by setting ¥ equal to X(#H). However, there are three reasons why such a
definition would be inadequate; let us address them now.

1. Quantum Symmetries. To exclude pathological examples, we will assume that U(g)
is a symmetry of quantum physics Vg € G, i.e. that it leaves probabilities invariant. That
is, if 01,09 € X(H) are two states with representatives [11), |¢2), 01 = U(g)(01), 02 :=
U(g)(o2) are their transformed counterparts with representatives |1}), [1%), then

[ Wile) 2 [ (hlga) 2 (2.5)

(WWL11) (Whls)  (hilon) (alipz)

Wigner’s theorem [30, 35] then guarantees that for every g € G there exists a unitary
operator U(g) : H — H such that for all g € G and all o € X(H) we have

Ug)(o) =[0(g) [)),  VIv) eH : [[¥)] =0, (2.6)

3

and g — U(g) is continuous.” U(g) can thus be seen as arising from the unitary map
[) — U(g) |¢) acting on H, but the theorem fixes U(g) only up to a g-dependent phase.
The representation property (2.2) combined with (2.6) translates to

U(U(9) )] =[U(g'g) [¥)], Vg9 €G, ¥|b)eH, (2.7)

which in turn means that U(g) is generally a projective representation of G on H.

2 At this point, we can equivalently identify the states of the system with the orthogonal projectors TI(H)
onto one-dimensional subspaces of H. We will however shortly have to deal with non-normalizable states,
where orthogonal projectors are ill-defined; we thus stick to the definition provided here.

3 According to Wigner’s theorem, U(g) could also be an anti-unitary operator. This can however be ruled
out in the case of a connected Lie group, which we are considering.

10



Let us recall the definitions of representations on vector spaces [32, 35]:

{ Definition 2.7: Linear, Projective and Unitary Representations 1
( 1

Let V be a complex vector space.

(a) A representation U : G — GL(V) is called a linear representation of G.

(b) A representation U : G — U(V) is called a unitary representation of G. In
order to distinguish it from case (c) below, we sometimes specify that U is
non-projective.

(c) If the action U : G — U(V) is not a representation but satisfies

Ug\U(g) = ei“(g/’g)U(g’g), Yg,9 €G, (2.8)

where w : G x G — R is a continuous function, we say that Uisa projective
representation of G.

Without specification, a “unitary” representation is always taken to be mnon-
projective, i.e. of type (b). We will always explicitly state if we consider a projective
representation.

- J

Note that linear and unitary representations are representations in the sense of definition
2.1, but projective representations are not. Also, one can show that w satisfies a so-called
2-cocycle equation [30]

w(g,9") +wlgg,g") =wld,g") +wlg,d'd"), Vg,9.9" €q, (2.9)
and
w(g,e) =wle, g), YgeQG. (2.10)

2. Improper States. Since G is a Lie group, it is uncountable, implying that C' must be
uncountable too. We thus have the task of finding an uncountable set of mutually orthogonal
states in H. This is a problem, since Hilbert spaces can have at most countable bases of
mutually orthogonal states. We can however obtain a perfect reference frame if we also allow
improper states, as illustrated by the following example:

Example 2.8

Consider a quantum particle in one dimension, described by H := L?(R), and take
again G := (R, +) to be the translation group in one dimension. Take the standard
translation of the wave function 1 € L?(R) as a representation:

(U(a)(®))(x) :=¢(z — a). (2.11)
This is the quantized version of the classical system considered in example 2.3.

As such, it would seem intuitive that one can use the quantum particle to define a
perfect quantum reference frame for (R, +). This suspicion is further strengthened by
the rule of thumb that classical observables (in our case position x) become operators
(Z here), with the possible measurement outcomes precisely the classically allowed
values of the observable (R for us). Thus: by taking the projectors constructed from
the position eigenstates |y), y € R and Z |y) = y|y), we should be able to construct
a set C' of classical reference frame states.

This fails because the position eigenstates are improper states not contained in H, but
rather in a larger, non-Hilbert vector space of distributions. If the L?-norm ||-|| of H is

11



extended to that space, the norms of position eigenstates are infinite. In this case, the
larger space is the space S*(R) of tempered distributions. This space includes Dirac-0
distributions (which are the position eigenstates), but also other non-normalizable
states such as the plane waves representing momentum eigenstates.

Issues such as this can be resolved by switching from the Hilbert space formalism to so-called
Rigged Hilbert spaces [30, 31]. Roughly speaking, one generally proceeds as in the example
above: we identify a larger vector space containing our Hilbert space and additional, new
states of interest; the scalar product is then partially extended to this larger space. The
larger space will typically fail to be Hilbert space, often containing pairs of states with
infinite scalar products. The extended scalar product will however be enough to give a
useful meaning to Hermitian transposition, unitarity, etc. on the larger space [37]. Also,
given a linear map between Hilbert spaces it is under quite general assumptions possible to
extend it uniquely and continuously to a linear map between the corresponding larger spaces
[37]; this in particular allows extensions of representations [38]. One can then effectively work
with the larger space instead of the Hilbert space.

We will not need the details of the rigged Hilbert space formalism and refer to the literature.
We will deal with the problem slightly informally (as is often done) by treating the extended
space as if it were a Hilbert space, knowing that the details can be worked out in the context
of rigged Hilbert spaces. For simplicity, we will not adopt the standard notation of rigged
Hilbert spaces® and write H for the larger space given a Hilbert space H. Note that the
precise meaning of the larger space depends on the situation, but again we will not need the
details.

To use H in quantum reference frames, we must construct ¥ from H:

%= N(H), (2.12)

On X(H) C %(H) it is possible to find representatives with unit norm, but in # this is
generally not possible. Because of this, the notion of quantum symmetry described above,
which relies on preservation of probabilities in turn relying on normalized states, must be
adjusted: we will instead assume that the representation U on ¥ stems from a projective
representation U on H as in Wigner’s theorem, extended to H. Restricted to Y(H), this
then implies conservation of probabilities.

3. Projective Representations and Central Extensions. It is mathematically pos-
sible to see a projective representation of G as a unitary, non-projective representation of a
larger group CG, a central extension of G [36]. This is why one can for instance study spin
using unitary representations of SU(2) instead of projective representations of SO(3). Fur-
thermore, in the case of the Galilei group, it can even be argued that the physically relevant
group is the central extension [39]. Thus, we will from now on focus only on unitary, non-
projective representations, and we will not mention that a representation is non-projective.

4Roughly speaking, if H is a Hilbert space and ® C H is a suitable subspace of “test functions”, and
®* is the corresponding “distribution space” (technically, complex-conjugated distribution space), then the
triple ® C ‘H C ®* defines a rigged Hilbert space. The “larger space” is ®*. See [30] for an introduction to
Rigged Hilbert spaces and [31] for a detailed treatment.
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Definition of Perfect Quantum Reference Frames. With all three of these points
cleared, we can finally proceed with defining perfect quantum reference frames:

Definition 2.9: Perfect Quantum Reference Frame l
( 1)

Consider a quantum system described by a rigged Hilbert space H C H with state
space ¥ = X(H). Let U be a unitary representation of G on H,” giving rise to a
representation U on X.

If there exists a subset C' C X satisfying the three requirements of definition 2.2, in
particular with perfect distinguishability defined via orthogonality (2.4), then we call
the system a perfect quantum reference frame for G with classical reference frame
states C.

- J

As mentioned before, a quantum reference frame is usually not minimal, since it is often
possible to find superopositions of states in C, which are themselves not in C.

On the level of Hilbert spaces we note the following useful characterization of distinguisha-
bility of the classical states:

Proposition 2.10 }

For a perfect quantum reference frame it holds that for every e £ g € G and all c € C'

T U(g) 1) =0, VIDVeH : D) =c (2.13)

Proof. Since G acts freely on C, for e # g € G, ¢ € C and any representative IT") of ¢ it
holds that U(g)(c) = [U(g) [I')] # c. Thus, U(g)(c) must be perfectly distinguishable from
¢, which according to (2.4) means that (I'|U(g) |T') = 0. O

Also, we introduce representatives of C"

[ Definition 2.11 1

For a perfect quantum reference frame with classical states C, for every |I') € H
representing a state ¢ € C', we introduce the set

Ciry:={U(9)IT") : g€ G} CH. (2.14)

It holds that [Cry] = C, making Ciry a set of representatives of the classical states. This

set is minimal and also an orbit of U. We will often work with some C\ry instead of C. The
different C\ry differ by a multiplicative constant stemming from normalization.

Finally, we note that one can more generally allow mized reference frame states as opposed
to pure ones described so far. We will do this, but keep the classical reference frame states
pure for simplicity. The switch to mixed states works rigorously when restricting to H by
considering density operators on H; see e.g. [30] for a treatment of mixed state quantum
physics. However, we will also have to deal with mixtures of non-normalizable states. For
those we do not seek a rigorous treatment but instead content ourselves with formal expres-
sions and keep track of infinities. For instance, we will extend the trace to non-normalizable
orthogonal bases in some places; we will come back to this once required.

Note that what we call a “perfect quantum reference frame” here corresponds to an “ideal
reference frame” (a special type of “complete reference frame”) in [13].

5More precisely, we consider U to be unitary on #, with extension to #.
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2.3 Perfect Quantum Reference Frames from Regular
Representations

We saw in example 2.8 how the square-integrable functions L?(R) with representation (2.11),
augmented by d-distributions, could be used as a perfect quantum reference frame for (R, +).
Note that we can understand (2.11) as a € R acting on the argument z of a function v by
addition (the group multiplication in (R,+)) of —a (the group inverse of a in (R,+)). A
similar construction will allow us to define a perfect quantum reference frame for any Lie
group G using the square-integrable functions on G, see e.g. [13]. Let us make this precise.

To define integration on G, one needs a measure on GG. Measures are conveniently provided
by the left and right Haar measures [34] which exist for every Lie group G. These measures
have the property of being left- and right-invariant respectively under the action of group
multiplication in G, similarly to how the Lebesgue measure used to define L?(R) is invariant
under translations, i.e. under group multiplication in (R, +); in fact, the Lebesgue measure
is a left and right Haar measure of (R,+). Both left and right Haar measures are unique
up to a positive multiplicative constant. If left and right Haar measures coincide, we call G
unimodular [34]. The basics of Haar measures are treated in appendix B.1.

While not all Lie groups are unimodular, most Lie groups used in physics are. The following
are some of the most often-encountered unimodular Lie groups in physics [34, 40]:

(a) All compact Lie groups are unimodular. This includes the orthogonal or unitary groups
O(n) and U(n), as well as their special variants SO(n) and SU(n).

(b) All Abelian Lie groups are unimodular. This includes the translation groups in R™, of
which the Galilei group in one dimension is a special case.

(c¢) The general and special linear groups GL(n) and SL(n) are unimodular.

(d) The strictly upper triangular matrices with unit diagonal in GL(n) are unimodular. In
particular, the Heisenberg group is unimodular.

(e) The Lorentz and symplectic groups are unimodular.

As for non-unimodular Lie groups in physics, one finds affine groups [40] as the only examples
which are reasonably well-known. Of course, the above list is not exhaustive; it is however
extensive enough so that we do not lose much generality when assuming G to be unimodular.
Since it is instructive to see the differences or rather analogies in properties of left- and right
Haar measures when introducing them, we will in this section not assume unimodularity.
Starting from the next section however, G will always be unimodular.

With left and right Haar measures at hand we can define two notions of square-integrable
functions [41]:

{ Definition 2.12: Square-Integrable Functions on G
( 1
Let pr and pgr be left and right Haar measures of G. Use the measures to define
two notions of integration and two scalar products between complex functions ¥, ¢ :

G — Cas

(lp) == /G du(g) ¥ (9)e(9), = prL or p= pp respectively. (2.15)

These two scalar products define the vector spaces L?(G,ur) and L?*(G,ug) of
square-integrable, complex-valued functions on G. For simplicity, we often write
dg = dur(g). If G is unimodular we always choose u, = pg, so that both spaces
coincide, and we can unambiguously write L?(G).
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L We will often use the bra-ket notation and write |¢) = ¢. J

One can show that L?(G, uy) and L?(G, ur) are Hilbert spaces [42].

Due to pp not necessarily being left-invariant, we can only generalize the representation
(2.11) to L*(G, ur), where we obtain the unitary left-reqular representation. One can how-
ever introduce the unitary right-reqular representation on L?(G, ur), which corresponds to
¥(x) — ¥(z + a) in the context of example 2.8. More precisely [41] (for details, see also
appendix B.2):

[ Definition 2.13: Left- and Right-Regular Representations 1

e N
The left-regular representation L on Y € L3(G, pr) is the unitary representation
(L))d) =vg7"d), Vg9 €G, VyelL*G pr) (2.16)
The right-reqular representation Ron L?(G, pr) is the unitary representation
(R(9¥)(g) =v(d'9), Vg9 €C, VyelLG, pur). (2.17)
L J

In the unimodular case, we quickly see that:

[ Proposition 2.14: Left- and Right-Regular Representations Commute l

Let G be unimodular, i.e. both L and R act on L2(G). Then:

[R(g),

>

(¢)] =0, Vg.g €q. (2.18)

Proof. For g,g' € G, ¢ € L*(G), we find

A

R(g)L(g" )0 = R(g) (9" = v(g''g"))
=g" =Yg g"9) = L(g)(¢" — ¥(g"9)) = L(¢)R(g)¥. (2.19)
0

Analogously to d-distributions on R [43], we define d, as the d-distribution on G with peak
at g € G [44]:

[ Definition 2.15: §-Distributions on G 1

( 1
For g € G, the action of the distribution 4 on a test function ¢ : G — C is set to be

3,16 = [ duta') 3y )(a") = 0, (220)
where u = py or 4 = ugr depending on the context. We abbreviate 6 := §.. In
bra-ket notation we write |g) := &, and {(g|v)) = (P|g)" 1= d,4[¢] = ¥(g).

The left- and right-regular representations are extended to J-distributions as
L(g)lg") = l9g’), (2.21)
R(g)lg') =|g'g7"). (2.22)

- J

The extension of the bra-ket notation to these distributions is analogous to how we work
with position states |z) in the context of L?(R), see e.g. [30]. The extension of L and R
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results in “scalar products” of the form (g|v) being conserved under L and R.

The integral in (2.20) suggests that we can almost think of the §,’s as functions; and since
this works in the context of L?(R) (see e.g. [30]), we expect it to work here too. As shown
in proposition B.5 of appendix B.2; this is indeed the case. An important part of this result
is that we can extend scalar products to the d,’s as if they were functions.

We mention here some results in the unimodular case L?(G) (see proposition B.5 for the
more general case). Firstly, the extension of the scalar product yields

(d'l9) = {glg’y =6(g' " g) = (97 "g") = (99" ") =6(g'g™"). (2.23)

Notably, (¢'|g) = 0 if ¢’ # g. Secondly, the completeness relation holds:

/ dg |g)(g| = id. (2.24)
G

Thirdly, it is possible to expand square-integrable functions ¢ € L?(G) as

) = /G dg9(9)1) . (2.25)

similarly to the well-known expansion of functions in L?(IR) in terms of position states |z).

One can think of other distributions on G which can be thought of as functions: for instance,
any non-square integrable function, such as plane waves e¥* or Heaviside-step functions on
(R™, +); another set of examples are various linear combinations of §-distributions, including
infinite ones such as Dirac-combs on R. One can formally extend the scalar product (2.15)
for all these functions in an analogous way as for Jd-distributions.

With all this preparation it is now easy to see the main result of this section:

J Theorem 2.16: Perfect Quantum Frames from Regular Representations L

H = L*(G, pr) with L and Cley := {L(g)|e) : g € G} is a perfect quantum reference
frame for G.

The same is true for H := L*(G, ur) with R and Cley := {R(g)le) : g€ G}.

The set C|,y of classical state representatives is the same in either case.

-

These reference frames are widely used in the literature (see e.g. reference frame sources in
the introduction). From now on, when speaking of perfect quantum reference frames, we
always mean those. Figure 2.1 illustrates how a clock hand whose angle states are orthogonal
can be seen as L2(U(1)), a perfect reference frame for the group of rotations around a single
axis.

Proof of theorem 2.10. By definition, C).y is an orbit of L and R; in both cases it is equal
to {|g) : g € G}. Since there is a bijection between G and C).), the action of L (R) must be

free; alternatively one may check directly that L(g) acting on |¢') produces a different state
for every g € G, and similarly for R(g). The orthogonality (B.8) implies that the states in
C)ey are perfectly distinguishable. O

2.4 Imperfect Reference Frames

An imperfect reference frame is a reference frame whose classical states do not perfectly
break the symmetry of G. This can happen in two ways: the classical states C' are not
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Figure 2.1: Left: The perfect reference frame L2(U(1)) for the group U(1) of
rotations around a single axis can be thought of as the Hilbert space of a clock hand,
with mutually orthogonal definite-angle states |0), € [0, 27), d.e. ¥ € ST = U(1),
as classical states.

Right: Quantum reference frames allow for superpositions of classical reference
frame states. Typically, not every reference frame state is a classical reference
frame state.

The group U(1) plays an important role whenever phases are involved. Quantum
reference frames for U(1) were thus among the first to be studied [3, 4], but also
more recently [23].

perfectly distinguishable, and/or the action of G could be non-free. Note that non-freeness
immediately implies imperfect distinguishability, since some classical reference frame states
will be identical. That is, we only demand property (b) in definition 2.2. Also, we will
exclude perfect reference frames from being special cases of imperfect reference frames.

The same logic defines imperfect quantum reference frames: the representation of G could
be non-free, and/or the classical reference frame state could be pairwise non-orthogonal.
We however would still like to be able to measure imperfect quantum reference frames, so
we require that the classical reference frame state loosely speaking form a positive operator-
valued measure (POVM) [45].5

We thus define:
{ Definition 2.17: Imperfect (Quantum) Reference Frame }

( 1)
Consider a physical system with state space X, acted upon by a representation U of
G. If there is a set of states C' C X such that

(a) C is an orbit of G under U (i.e. G acts transitively on C),
(b) 3, U and C do not form a perfect reference frame,

then the system is called an imperfect reference frame for G with classical reference
frame states C.

Consider a quantum system described by the rigged Hilbert space H C H, ¥ = Z(’r’-—l),
acted upon by a unitary representation Uof G giving rise to a representation U on
Y. If there exists a subset C' C X such that it satisfies the conditions (a) and (b)
above and for any representative Cjry of C' we have that”

1 . . -
>0 Vigen ¢ ;[ wU@Eli@=k (22

61t would be sufficient to require that the classical states are part of a POVM; this would be a case where
measuring the imperfect reference frame can also result in other states (say corresponding to a “failed”
experiment) besides classical reference frame states. But we can exclude this possibility without loss of
generality by restricting our Hilbert space to the span of the orbit of classical states. For perfect reference
frames, the classical reference frame states are orthogonal and thus always part of a POVM.
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then we call the quantum system an imperfect quantum reference frame for G with
classical reference frame states C.

We will mostly be interested in imperfect quantum reference frames. Roughly speaking, a
quantum reference frame is imperfect, if dimspan Cjry < #G, where #G is the number of
elements in G. Our imperfect quantum reference frames correspond to the “incomplete”
and/or “non-ideal” reference frames studied in [13].

Note that if G is compact, then the integral (gzo) always converges. To see this, we consider
any matrix clement (1] [, dg U(g) ) (el UT(g) [12) = [ g (1] U(g) ) (0] U (g) [i62),
which is the integral of a continuous function on G, and thus converges because G is com-
pact. This is true for all matrix elements, hence the integral in (2.26) is well-defined. If G
is non-compact, then this may no longer be the case.

Checking for completeness (2.26) is easy if U is an irreducible representation, thanks to
Schur’s lemma [30]: any operator which commutes with the irreducible representation must
be a multiple of the identity. In our case, [ dg Ul(g) o) (¢| Ut(g), assuming it is well-defined,
commutes with the representation:

/ dgU(¢)0(g) o) (el U () = / dgU(d'g) 1) (0| U (g)
G G
:/ ng(g)\@@IUT(g’*lg):/ng(Q)I@(@@I Ul(g)U(g"). (2:27)
G G

Thus, if U is irreducible and as long as the left-hand side of (2.26) is well-defined, the
completeness relation (2.26) is satisfied. We will state a more general version of this result
further down.

A labelling of classical states like in proposition 2.4 is still possible, even when the represen-
tation of GG is non-free, if we allow for classical states to be labelled more than once:

Proposition 2.18: Labelling of Classical Reference Frame states l
( 1)

Given the classical states C' of an imperfect quantum reference frame one can consider
the representative Ciry = {|T'y) : g € G}, with

U(g)ITg) = Tgg), Vg, €G, (2.28)

allowing for each vector in C|ry to be labelled multiple times if the representation U

is non-free.
- J

The same argument used in the proof of 2.4 works here too. An orbit {|I'y)}sec of states
satisfying a completeness relation (2.26) are sometimes called a set of coherent states [46]; we
will however not use this terminology and reserve “coherent” for so-called squeezed coherent
states of quantum particles in chapter 6.

"We will see further down that it makes sense to allow formally infinite constants r > 0.
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We mentioned earlier that quantum reference frames can be minimal too. This is for instance
possible with imperfect quantum reference frames:

Example 2.19

Let H be a finite-dimensional Hilbert space and G = SU(H) its special unitary group
acting in the defining representation on H. The orbit of any state o € ¥ under the
defining representation is the entire state space X, because for any two unit-norm
vectors [¢), @) € H, there exists a unitary operator U such that [¢) = U |¢). This
also shows that the defining representation of SU(H) is irreducible.

To build a reference frame with H and the defining representation of SU(#), one
is thus forced to choose C' = ¥ and every potential quantum reference frame is
minimal. Also, this reference frame would be imperfect, if dim H < #SU(#). This
is the case for dim 7 > 1. The case dim# = 1 is trivial, since then SU(H) = {id}.
For concreteness, we can take # = C? and thus G = SU(2). One checks: dimH =
2 < #SU(2) = 0.

For dim#H > 1 it remains to check the completeness relation (2.26), to see whether
‘H with the defining representation of SU(#) is an actual imperfect reference frame.
The integral converges, because SU(#) is compact, and the relation holds, because
the defining representation is irreducible.

Formal Infinities If G is non-compact, then the integral on the left-hand side of (2.26)
is not always well-defined, as the following example illustrates:

Example 2.20

Take G := (R?,+), the group of vector addition in the plane, H := L?(R), and for
(a,b) € R?, ¢ € L*(R), define the representation (U(a,b)(¢))(x) := e e(z — a),
where ¢ : R — R is a continuous function such that ¢(b) + o(b') = (b +V'). In
other words, our states are sensitive only to the translation component along one
axis, while the component along the other axis provides merely a phase. One checks
that this can be made to satisfy (a) and (b) in definition 2.17, e.g. by taking position
eigenstates as classical states.

For it to truly become an imperfect quantum reference frame, the completeness (2.26)
must be satisfied. we have

/ dgU(g) |=) (x| Ut (g) = / dadb |z — a){x —al. (2.29)
@

R

With no need for further manipulations we can see already now that [ db will intro-
duce a factor of co, surely rendering the left-hand side ill-defined.

We could solve this problem by restricting the integral | ¢ to the subgroup of trans-
lations along the first axis. This would also make sense physically, since translations
along the other axis could in any case not be measured, removing the need for the
POVM to include those transformations. An equivalent way to deal with the prob-
lem is to leave the integral as is, but to formally normalize by the infinite constant
introduced through fR db. We choose the latter option.

Naively, this example seems rather contrived. It however serves to illustrate an important
more general case: when our group factors topologically as G = G’ x X, with G’ C G
an unbounded subgroup and X a topological space, such that p = p’ - ux, where p’ is a
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Haar measure on G’ and px a measure on X, and G’ acts through U only as a phase (in
particular, if it does not act at all) then the integral is ill-defined. This can happen only if G
itself is non-compact.® This precisely happens for the centrally extended Galilei group (see
section 5.3): besides translations and boosts, one also has “f-translations” needed to make
the representation unitary; these latter translations take values in R, which is unbounded,
and act only through a phase factor on our Hilbert space. More generally, we can expect
divergences when considering central extensions of groups by a non-compact Abelian group,
such as (R, +) in the case of the Galilei group.” Finally, it is conceivable that the integral
diverges also in some cases where G is non-compact, but there is no clearly identifiable
subgroup which acts only as a phase and hence introduces an infinity.

To deal with situations such as this, we loosen the definition 2.17 to allow for formally in-
finite proportionality constants in (2.26); equivalently, the left-hand side of (2.26) must be
a well-defined operator up to possibly a formally infinite constant. We will not be able to
explain these infinities rigorously using rigged Hilbert spaces, as they do not originate in
non-normalizable states, but rather in non-compact Lie groups. We will adopt the strategy
of treating these infinities as symbols for which arithmetic operations are partially defined,
and by meticulously keeping track of them. In particular, we allow addition, subtraction,
multiplication, division, and more general powers of these infinite symbols, enabling espe-
cially the “cancelling” of symbols. Importantly, one formal infinity can only be cancelled
by itself, and not by other formal infinities. Also, we cannot define expressions of the type
“0 - 00” in general. One must investigate every case where these infinities occur separately.
This approach will be enough for us. The manipulation of formal infinities can however be
made precise, and we give a rigorous description in terms of field extensions of C in appendix
B.3.

In conclusion, we replace the real constant r > 0 in (2.26) with a possibly formally infinite
positive constant. If the infinite factor was a result of an unbounded subgroup acting only
as a phase, then its introduction into our calculations should not interfere with any physical
aspects, since the unbounded subgroup has no real physical meaning. In particular, we still
expect to be able to compute probabilities correctly. The case of the centrally extended
Galilei group relevant for us luckily falls into this category.

Irreducible Representations. With formal infinities in place, let us come back to the
special case of an irreducible representation. We can now more generally state:

[ Proposition 2.21: Imperfect Frames in Irreducible Representations W

If U on H, then the orbit of every |¢) € H, for which 2 [, dg U(g) ) (| Ut (g) is a
well-define operator with » > 0 a potentially formally infinite constant, can be used
as classical reference frame states in order to define an imperfect reference frame.

This is simply a relaxation of the above statement, allowing for formally infinite constants.

8Unbounded G’ means u/(G’) = oo, which according to theorem B.4 is the case if and only if G’ is
non-compact. But G’ 2 G’ x {z} for some x € X is closed in G, and thus can only be non-compact if G is
non-compact.

91t is also possible to extend using a compact Abelian group [36], which could resolve some issues with
infinities. We briefly consider this option for the Galilei group in section 5.3; but since it leads to an
unnaturally quantized mass, we will not pursue this approach.
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A weak version of the converse also holds:

[ Proposition 2.22: Sufficient Condition for Irreducibility l

If0#1[,dg U(g) |4) (] UT(g) o id holds for all 0 # |1) € H and is a well-defined
operator for some potentially formally infinite constant r > 0, then U is irreducible.

Proof. Assume towards contradiction that 7 has an invariant, true subspace {0} CV C H.
Take then 0 # [1) € V and 0 # |¢) € VL. Because V is invariant, U(g) [¢) € V, Vg € G,
and hence (| UT(g) |¢) = 0, Vg € G. Thus, [, dg Ulg) |v)(¥| Ut(g) has the eigenvalue
zero and cannot be a non-zero multiple of the identity, contradicting our assumptions. [

This result will be useful later to prove that certain representations of the Galilei group
are irreducible. Note that one must check every state |1p> € H at least up to scaling.
Note also that in these propositions, £ [, dgU(g)[v)(¢|UT(g) can be well-defined while

Jodg Ul(g) |) (| UT(g) could diverge and thus not be well-defined.

2.5 Badness of Imperfect Quantum Reference Frames

Let us briefly turn to the task of assessing the usefulness of different imperfect quantum
reference frames. This will particularly be practical when dealing with explicit examples of
imperfect reference frames of the Galilei group in chapter 6. The assessment of “goodness”
or “badness” of imperfect reference frames can be approached in various ways and different
approaches can be useful depending on the circumstances considered; see e.g. [19] and [47]
for examples of approaches. We introduce here our own.

We will always work with a representative Cry of classical states and adopt a labelling like
in proposition 2.18.

Badness from Orthogonality of Classical States. Roughly speaking, we want to term
an imperfect reference frame as “worse” than another, if the classical states Cry of the former
have an overall larger overlap with each other, 7.e. have higher fidelity [45], and are thus less
distinguishable than the classical states of the latter. So up to normalization, expressions of
the type

’ <F9’|F9> | (2.30)

should contribute to badness. A specific form of badness would then be to cumulate all
possible such overlaps; i.e. it would be the integral of (some function of) these overlaps over
g and ¢’. Equivalently, we may integrate (some function of)

| (Cel U9 tg9") ITe) | (2.31)

over g and ¢’. Because G is assumed to be unimodular, the Haar measure is conjugation-
invariant, and we can substitute g ~ ¢’g¢g’~!, rendering the integral over ¢’ pointless.

Accordingly, we define:

{ Definition 2.23: Badness Measure of Imperfect Reference Frame l

Given an imperfect reference frame Ciry of G, a badness measure B(Cjry) is an
expression of the form

B(Clry) = /G dg £(| (el U(g) IT2) ), (2.32)

21



{ where f: R — R is a function. J

Importantly, we can replace |I'c) by any other |I'y). This is important, since the badness
measure should not depend on the arbitrary choice of which classical state is labelled by the
identity.

Note that the “figures of merit” of [19] resemble these badness measures. They consider
the situation where classical reference frame states are used in a communication setting to
send information and states of reference frames are measured by a POVM which does not
necessarily correspond to the set of classical reference frame states; they go on to show that
it is sensible to align the POVM with the classical states.

A Naive Badness Measure. With the above considerations, we can define a simple
badness measure:

B(Ciry) = ﬁ /G dg | (T O(g) 1) | (2.33)

The prefactor is chosen in order to yield a result independent of normalization of |T'c). Due
to this normalization, the measure is even independent of representative and thus truly only
depends on the reference frame C; we can unambiguously write B(C) := B(Cry). But
(2.26) implies that this measure is in fact uniform, and thus it is not at all useful.

It is interesting to note that [47] use a badness measure like (2.33), but instead of the
classical reference frame state |I'.) they use the state of a system observed in the reference
frame in question. This state can still be made into an orbit under G by transforming it to
other reference frame orientations, but it does not necessarily satisfy a completeness relation,
rendering the badness measure more useful.

Weighted Badness Measures. We can make (2.33) more interesting if we introduce a
weight Qo(g) > 0. The weight allows us to specify which kinds of transformations g € G we
deem more important than others. As an example which will be relevant later (for details,
see section 6.3), consider an imperfect reference frame for the Galilei group in one dimension
(essentially translations and boosts in one dimension); in a given context we might not be
able to measure position and velocity of particles with equal precision and so it would make
sense to require our imperfect frame to be more accurate for one of the two types of Galilei
transformations. Thus, a good badness measure would be one which weights one type of
transformation more than the other, as shown in figure 2.2.

Let us return to the general case. Naively, the weight would be introduced as a factor in
the integral (2.33), as

1 2 2
TTT /G dgQ(9) | (Te| U(g) ITe) |- (2.34)

But when we do this, we find that in order for the expression to be invariant under
IT.) ~ U(g')|Te) = |Ty), ¢ € G, we would need 2 to be conjugation-invariant; that
is, Qo(g'"tgg’) = Qo(g),¥g,9 € G. While our badness measure should be invariant under
ITe) ~» [T'yr), we also want the freedom to truly weigh every group element as we please.

The reason for this unexpected result is that equation (2.33) is not the right place to in-
troduce Q. What we really want is to weigh every group element by Q¢(g) as we please,
but then integrate over all possible transformations between classical reference frame states,
which includes integrating the square of (2.31) over ¢’ € G to reach every initial classical
reference frame state, and integrating over g € G to obtain every transformation possible
starting from that initial state. Only in this second integral over g € G do we introduce .
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boost parameter v

-2 0 2

translation parameter a

Figure 2.2: A possible weight for a badness measure used to distinguish imperfect
reference frames for the Galilei group in one dimension. Here, we give little weight
to small translations and boosts (i.e. transformations close to ). This makes sense,
since small transformations are usually not as crucial to detect compared to large
ones. Furthermore, this weight prioritizes accuracy for boosts over translations.
Asymmetric weights like this make sense already because position and velocity are
not measured in the same units.

Thus, we define:

Definition 2.24: Weighted Badness Measure 1

A weight Qo : G — Ry defines a weighted badness measure for imperfect quantum
reference frames characterized by their classical states C:

B(C, Q) = ﬁ /G dgdg’ u(g) | Tl U(g'gg") IT2) [ (2.35)

We allow formally infinite or infinitesimal weights and badness measures, as long as
they can be made finite by multiplying with a formal constant.

This is well-defined: choosing different representatives of C' changes the integral by a factor,
which is counteracted by the normalization in front of the integral; changing the labelling
within a representative as [T'c) ~» |I'g~) for some ¢” € G amounts to a right-translation in ¢’
which leaves the Haar measure invariant, and thus does not change the integral. Note that
the integral over dg in contrast is not invariant under left- or right-translations for general
choices of weight .

It is possible [19] to obtain an expression for B(C, Q) similar to our first, flawed idea (2.34):

J Proposition 2.25 }

The badness measure B(C, ) can be written as

B(C, Q) = dgQg) | (Tl U(g)ITe) |, (2.36)

1
| (Te|Te) |2 /c
where
Qg) == / dg’ Q0(g'99'™"). (2.37)
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Q is conjugation-invariant:

Qg '9g)=Ug), 9.9 €G. (2.38)

Thus, €2 is not a function on G, but on the conjugacy classes conj(G) of G; we also
say that € is a class function.

Conversely, given a class function € : conj(G) — Rx,

BwﬂaﬂwzT&g%jﬁﬂ;MQ@M@JU@MLM? (2.39)

is a well-defined weighted badness measure.
= J

We show this in appendix A.1. Much of this result, especially the weight being a class
function, was already remarked by [19].

So after all, we obtain an expression of the form (2.34) with a weight which cannot always
be freely chosen everywhere on G. But, it is false that we do not have complete freedom
over the weight €g; rather, additional assumptions about our badness measure lead us to
naturally consider a certain average €) of the weight €2y, which happens to be a class function.
According to preference we can work with the definition (2.35) and a general weight g, or
we can equivalently define the badness measure through (2.39), as characterized by the
averaged weight Q(g) satisfying (2.38).

For non-compact Lie groups G we have |G| = oo (see theorem B.4), and every finite Qy will
give rise to an infinite €2, since

Q@:L@QWWﬂzéwm@zmuma (2.40)

This is the reason why we allowed for formally infinite or infinitesimal weights and bad-
ness measures in definition 2.24. The infinities involved here are similar to the infinities
encountered earlier: both originate in non-compactness of G.
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3. Transformations Between Perfect
Quantum Reference Frames

As mentioned above, a reference frame should provide a point of view to be taken, and one
should be able to transform between these views. In this chapter we construct a framework
of transformations between perfect quantum reference frames. As we will see, this essentailly
results in the framework introduced in [15]; our derivation however differs from the original
in two regards: Firstly, we take an “observer-first” approach by starting with the point of
view of an observer, a very familiar concept, while they start in the so-called external view
(which we will discover in section 3.3). Secondly, they work with algebras of observables as
well as transformations of observables, in a “Heisenberg-like” picture, we transform states
and employ a “Schrodinger-like” picture.

In section 3.1 we begin our “observer-first” approach by defining what states and Hilbert
spaces observers have access to, and derive the general form of a quantum reference frame
transformation. Section 3.2 then tackles the question of what an observer sees of their own
reference frame; it will make sense to assume that they only have access to features which
are invariant under (. This assumption then results in the existence of the external view
in section 3.3, and makes contact with the framework of [15]. We apply the framework in
section 3.4 and analyse the structure of states resulting from transformations. Finally, we
briefly explore in section 3.5 how the discussed framework contains a simple perspective-
neutral approach as a special case.

3.1 Observers and Transformations

Our discussion of quantum reference frame transformations begins by describing the Hilbert
spaces of any physical system of interest, including reference frames. But whenever we write
down the Hilbert space of a quantum system, we also obtain an (experimental) context in
which the system can be observed thanks to the observables defined on said Hilbert space.
Essentially, writing down a Hilbert space always comes with some implicit choice of “point
of view” from which the system is seen. Typically, this point of view is the “laboratory”
and we think of ourselves being able to perform the measurements described by observables.
But since we wish to develop a theory of such “points of view” using the quantum reference
frames introduced in the previous chapter, we must critically reevaluate this position.

Observers. Let us begin with two observers, Alice and Bob. Each observer carries a
reference frame, which we call A and B respectively. We will also consider another physical
system S which is not necessarily a reference frame, in order to study it from the points
of view of both observers. See figure 3.1. Instead of writing down the Hilbert space of the
total system from some external laboratory perspective, we directly take the view of either
Alice or Bob, and then define the operation of transforming between their views.
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Figure 3.1: Alice A, Bob B and the physical system S they observe.

Let us for instance take the perspective of Alice. We would like Alice to be able to interact
with the world as we are used to from standard quantum mechanics. She should thus have
full access to the Hilbert space Hp of Bob’s perfect reference frame, and the Hilbert space
Hs of the physical system of interest. But does Alice also have access to a Hilbert space
H 4 describing her own perfect reference frame? And if she does, what state should her own
frame be in? We will not settle these questions here; instead we may assume that Alice has
access to ‘H 4, with physically meaningful restrictions on which states are allowed imposed
later on, in section 3.2. The same is true for Bob’s point of view, except that now the state
on Hp could perhaps be subject to restrictions.

Recall that our group G then acts on H4 and Hp through the left-regular representations
Laand Lp respectively. We assume that G acts on Hg through a unitary representation
Us.

For now, we thus have:

Definition 3.1: Observers 1

( 0

Consider two observers Alice (4) and Bob (B), embodying the perfect quantum ref-
erence frames H 4 and Hp respectively, and let a physical system S of interest be
described by the Hilbert space Hg. The group G acts through the unitary represen-
tations L4, L and Ug on Ha, Hp and Hg respectively.

Both observers describe physics using states on the Hilbert space
Haps :=Ha@Hp @ Hs. (3.1)
That is, the state of the total system from Alice’s perspective is a density operator
paps|a: Haps — Hags. (3.2)

The notation “|A” indicates that this state is to be understood from Alice’s point of
view; the state as seen from Bob is denoted by paps|p and generally different. The
state on S is obtained as usual through partial trace over all reference frames:

psia =trap(Papsa) (3.3)

and analogously for Bob’s system state pg p. Analogously one obtains other reduced

states.
. J

The above discussion easily extends to arbitrarily many observers: for each observer we
introduce another perfect reference frame factor in the total Hilbert space.

Reference Frame Transformations. Next, we need a reference frame transformation
taking us from Alice’s point of view to that of Bob. We denote this operation by Uf, | .
Given paps|a, it should hold that

pagsip = Ul plhaps)al- (3.4)
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Of course, there should also exist the opposite transformation U]TB _, 4 such that

U]IL3%A = (ULHB)_l‘ (3'5)

In order to preserve the properties of density operators, we require reference frame transfor-
mations to be CPTP [45]; but since they are invertible, they must be unitary superoperators:*

UTA-)B['] :UIHB['][}A—UB, (3.6)

where Uj[‘ _,p 1s unitary.

The “t” in UL _,pand ﬁ}:‘ _, p in the notation describes what the transformation is intuitively
supposed to do: it should apply the unitary transformation U ;(g) to the S-part of the state
paBs|A, Where g € G is the transformation required to reach Bob’s frame from Alice’s frame,
and should thus be selected according to the B-part of the state; similar requirements for
reference frame transformations are posed in [8]. More precisely, we require that

Ul 510 al9)s [0)s = 19") ap UL(9) 19, (3.7)

where [1))g is any system state, while |p), and |¢'),5 are some currently not further
specified states. Figure 3.2 illustrates this assumption for the case G = (R,+). We will
assume that |¢") , 5 does not depend on |1)) o: the system state should have no effect on the
transformation of reference frame states.

ri
UA*}B
; T T > r _— = T T
0 B Ts 0 Ts — IR

\4
]

Figure 3.2: Condition (3.7) in the case G = (R, +) of translations in one dimension,
where we can take position eigenstates of a quantum particle as classical reference
frame states. Alice sees Bob in a position eigenstate at position xg. For illustration
purposes we also assume that the system is a quantum particle, and that Alice
observes it in a position eigenstate at position xg. The condition (3.7) now ensures
that the relative distance between Bob and the system does not change when
transforming into Bob’s view. Note that we omitted Alice in Bob’s view, since we
make no assumption about how Bob sees her at this point.

We will further assume that the expression for UL _, g depends on the type of system S only

through the representation Us: if we replace the system S with S’, then the only change in
the expression for UL_>B is that Ug(g) is substituted for Us(g).

Finally, the inverse transformation should be of the same form as Ujl _,p» except that the
roles of A and B are interchanged:

U]Tg_>A = UA—>B = TAB : UL—>B 'TAB; (3'8)
where T'ap is the unitary operator which swaps A and B:

TAB |1/1>A |<P>B = |SD>A W’)B . (3.9)

1t came to our attention during the final stages of the thesis, that this unfortunately requires some
foresight to justify: We did not yet specify the restrictions on the state of an observer’s own frame, and
so we have not ruled out the possibility of this restriction being in the form of a restriction on the Hilbert
space, as is the case in the perspective-neutral approach. This would mean that UL*)B would only have to
be unitary on that restricted subspace. We will argue in section 3.2, that it is instead physically reasonable
to restrict the set of density operators in a way which does not amount to restricting to a subspace. Thus,
unitarity of the full map UL*)B makes sense again.
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This requirement can be seen as an incarnation of the principle of relativity: every reference
frame is to be treated equally [1, 2]. In particular, it must hold that

Uhal)a 10) 5 1) s = 1¢') 5.4 Uk(9) 1) (3.10)

where |¢') 54 = Tus |¢") 45, and thus does not depend on [)) ¢, and the form of U},,%A must
be independent of the choice of S, up to exchanging the representation Us.

These assumptions allow us to further characterize reference frame transformations:

J Theorem 3.2: Quantum Reference Frame Transformations 1

An invertible reference frame transformation (A]I‘ _ g Haps — Haps satisfying

@) Thoplo)ale)sl¥)s = 1¢")an Usla) $)s, for any |0}, € Ha, [¥)g € Hs,
g € G, and |¢’) , 5 is a state which depends only on g and |p) 4,

(b) The expression for (A]L _,p depends on S only through substituting the corre-
sponding representation U, S-
() Uha=TusUl,pTas,

is of the form
0l = /G dgdg’ g™’ ® W(g) |’} gl ® Th(a), (3.11)

where W(g) is a family of unitary operators parametrized continuously by g € G,
and satisfying . .
Wi(g) =W(g™h), VgeQG. (3.12)

A~

U]TB _, 4 Is given by an analogous expression, with the roles of A and B interchanged.

-

We prove the theorem in appendix A.2.
Note that the form (3.11) implies

UhLplo)alg) s ) s =197 ale") 5 Ul9) I0)s (3.13)

where |¢"') is a not further specified state. This fact conveys a kind of reciprocity of reference
frames: Alice’s reference frame appears in the opposite way to Bob, as Bob’s frame does to
Alice. Figure 3.3 shows this in the context of the example G = (R, +) of figure 3.2.

Fri
UA—>B
! T T » T _— S T : T
0 B xs —TB 0 rs —ITp

\4
8

Figure 3.3: The reciprocity of reference frame transformations implied by theorem
3.2 in the case of G = (R,+) and assuming position eigenstates in Alice’s view
makes sure that the relative distance between Alice and Bob is kept when trans-
forming into Bob’s view. Consequently, Bob sees Alice at the same distance from
himself as Alice sees Bob from herself, but on the opposite side.

Theorem 3.2 does not fix the precise form of reference frame transformations: any choice
of operators W(g) satisfying (3.12) in the theorem, gives rise to a family of reference frame
transformations (if we have two observers, there are two transformations, A — B and
B — A) consistent with our assumptions above. The ambiguity present in the choice of
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W(g) however only impacts the states of reference frames as seen by their own observer,
i.e. the state of A from Alice’s point of view and the state of B from Bob’s point of view.
To further specify T/f/(g)7 we must discuss how observers see the state of their own reference
frame. We will do this in the next section.

We will again deal with arbitrarily many observers in a simple manner: any observer which
is not part of the reference frame transformation currently considered will simply be treated
as part of S. Furthermore, general reference frame transformations can always be built from
UZ‘ _, p and various swap operators: for instance, with four observers A, B, C' and D we have

A~

Ul o =TapTpcUl_, zTocTap. (3.14)

Finally, we note that a quantum reference frame transformation of the form (3.11) can be
rewritten as

O = Tan /G dgWalg) ® |97 Vgl ® Uh(g), (3.15)

where W4(g) is W acting on A. This follows using the completeness relation (2.24).

Examples. Let us consider two examples of families of reference frame transformations:
Example 3.3: Transformation with Complete Reciprocity
One possibility is to assume that observers can measure their own reference frame
perfectly. It is then natural to require Alice to see her own reference frame in the

opposite way as Bob sees his, i.e. to extend the above-mentioned reciprocity to the
observer’s own frames. This assumption leads us to the following transformation:

Uiz Z/Gdgdg’ 197 Mg |4 ® 9" Mgl © Ul(g). (3.16)

Essentially, it swaps and G-inverts the states of A and B while applying the correct
transformations to S.

Here, W (g) is the unitary G-inversion |g') — |¢~!) and thus g-independent. Since
the G-inversion is its own inverse, (3.12) is satisfied.

If we do not require observers to measure their own state perfectly, other options are possible.
We will follow this approach in the next section. More precisely, we will argue that an
observer cannot use their own reference frame to observe their own state, and thus the state
must be one which makes sense without a reference frame. We will provide more details in
the next section. We however mention already here the transformation introduced by [15],
which will also result from our discussion:

Example 3.4: Transformation of [15]

Another possible version of reference frame transformation is
01 = [ dadg’ lg™)(014 @ Il © O3(c). (317)

Now, W(g) = R(g~") = Rf(g), which satisfies (3.12).
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This form of transformation will be useful because it factorizes as

. ULB

Ul =/Gdg!il(g)®|g><g|3®[7$(g) x
;

x /G dg 9@ L) o Ul) |, (318)

St ULA

which is easily checked by a short computation. We will see in proposition 3.12 that
this factorization is a special case of an “almost-factorization” of (A]i1 _, g bossible for
every reference frame transformation. This special case will give rise to an ezternal
view, a way of describing physics independently of any observer.

Note also that when written in the form (3.15), this transformation takes the form
Ol vp = Tan | daRl)® o~ alp © U3(0) (3.19)

A state |[¢)) 45 on AB is a wave function (g,¢') — ¥ag(g,¢’) in L*(G x G); we can
similarly view a state [x)q on S as a wave function  — xg(z) over some (possibly
discrete space) X. Denoting the action Ug(g) Ix)g =: [z — (Us(g)xs)(x)], we find
by conditioning (3.19) with (g| , (¢’| 5 that the action of UL%B on wave functions is

[(g, g, x) 7/’AB(979,)XS(x)}

=28 [(9.9',2) = an(e's™ 97 Us(g™)xs)(@)]|  (3:20)

Using right-invariance and inversion invariance of the Haar measure, we can directly
show using the scalar product (2.15) that this is unitary. This reference frame trans-
formation can thus also be defined completely without referencing delta distributions
on G. Similarly, the action of U'L PRt

[(g, g,z) — 7/’AB(979,)XS(I)}

24 (9,9 2) = van(9.99)Os(g™xs)(@)]  (3:21)

3.2 G-Invariance of Reference Frame States

We now turn to the question of what Alice can observe of her own reference frame. We
will follow the principle that Alice cannot use her own reference frame to observe herself.
One option is that she always sees herself in the same way, similarly to how a point particle
in classical physics always has a position of zero relative to itself. We briefly investigate
this approach in example 3.5 below. This however leaves out the possibility of there being
internal information accessible to Alice without the use of a reference frame. We will thus
follow a more general approach where we only rule out the degrees of freedom in her state
of herself which require a reference frame.
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Intermezzo: A More Restrictive Approach. As claimed above, one can allow only a
single, special state for Alice’s reference frame from her point of view. By relativity, Bob
must then also always see that state of himself. This requires some tuning of the general form
of reference frame transformations. It can for instance be achieved with the transformations
in example 3.3 and the special state |e):

Example 3.5

Assuming that observers see their own reference frame always in the special state
le) is equivalent to restricting their own Hilbert space to C, or even removing it
completely, since a single fixed state carries no information. In that scenarlo the
reference frame transformation from Alice to Bob would be the unitary map U PR
HaA®Hs — Hp @ Hg given by

Ulp —/ dg |97 5 (9l ® Ul(9). (3.22)

Le., Bob’s reference frame gets inverted and becomes Alice’s reference frame, while
unitaries act accordingly on S.

The transformations in [8] have this form.

G-Invariance and the G-Twirl. Let us first consider the more general problem deter-
mining which quantum states are physical in the absence of a reference frame. Let H be a
Hilbert space carrying a representation UofG. It is generally accepted [15-22] that in the
absence of a reference frame for G, p must be G-invariant, that is,

Ug)pUt(g) =p, VgeG, (3.23)

which is equivalent to .
[U(g),p] =0, VgeaQq. (3.24)

This is sometimes called the mazimum entropy principle [19], since G-invariant states are
completely mixed with respect to the action of G in a sense that we will explain soon. States
which are not G-invariant contain unspeakable information [19] which appears as absolute
information in the absence of a reference frame, breaking the principle of relativity.

Let us see this idea at work with a simple example:

Example 3.6

Take G = (R, +) and consider Hg = L%(R). In the absence of a reference frame
for translations, it makes no sense to e.g. say that S is in the position eigenstate
ps = |z)(z|g. Essentially, we cannot speak of position if we do not know where the
origin is. And nevertheless speaking of position would imply an absolute position, in
violation of the principle of relativity.

More generally, any piece of information extractable from the state of S which is
not invariant under translations could be used to deduce some amount of absolute
position information. Hence, in the absence of a reference frame for G, we must
assume that the state pg on S is G-invariant.

With a reference frame present, it again makes sense to talk about state pg which
are not G-invariant, since they are understood relative to the reference frame.
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Also, G-invariance generalizes to multipartite states: if H; ® Hs is a Hilbert space with the
representation U of G acting on My, we say that a state p on Hi ® Hy is G-invariant on
Hy if . .

[U1(g9) ®id, p] =0, VgeaG. (3.25)

A very useful tool for the manipulation of G-invariant states is the G-twirl [19]:

| Definition 3.7: G-twirl |

( N

Let H be a Hilbert space with unitary representation U of G. The G-twirl is the
superoperator

6l ] = %;'/Gdgmg)[.]mg). (3.26)

For any state p on H its G-twirl is G[p].

On the bipartite Hilbert space H; ® Ho with representation Uy acting on Hi, we
define the G-twirl on H1 as
G1 =G X idQ, (327)

where G is the G-twirl on H; defined above (using U; in place of U).

- J

Typically, we will have Hy = H 4 with U = Ly, etc. We then also speak of the “G-twirl on
A” or the “G-twirl on Alice’s frame”, etc. The G-twirl is useful thanks to its properties:

[ Proposition 3.8: Properties of the G-Twirl }

( 1

Let H be a Hilbert space with unitary representation U.
(a) Gis CPTP.
(b) The G-twirl is a projector: G2 = G.
(¢) The G-twirl G[p] of any state p is G-invariant.
(d) G[p] = p if and only if p is G-invariant.

These properties also hold for G; acting on the first factor of the bipartite Hilbert
space H1 ® Ho if one replaces “G-invariant” with “G-invariant on H;”. A direct
consequence of (a) is that for all states p on Hi ® Ha,

tr1(Gi[p]) = tri(p). (3.28)

- J

A proof is provided in appendix A.3.

Essentially, G projects onto the subset of states which are G-invariant. This makes the G-
twirl an important tool when dealing with reference frame states as seen from the reference
frame itself, since these must be G-invariant. Instead of working with G-invariant states we
can now also work with G-twirled general states.

Refining the Reference Frame Transformations. As stated above, we allow only
those states of Alice in her own perspective, which can exist without a reference frame.
With the G-twirl this requirement is simply

Galpaps|a] = Paps|a (3.29)

where the G-twirl uses the left-regular representation L4. The same must of course hold
for Bob’s state paps B, but with G4 replaced by Gp. Any reference frame transformation
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UTA _ g must thus conserve this property, i.e.
Ul ,poGa=Ggoll (3.30)

Besides the requirements in theorem 3.2 we take this as an additional requirement for quan-
tum reference frame transformations. We can then show that:

Proposition 3.9: Conservation of G-Invariance 1

Equation (3.30) holds if and only if for all g,¢' € G

W(g)G[-1W'(g") = G[W(g) [ 1WT(s")]. (3.31)

The proof is provided in appendix A .4.

Let us revisit the examples 3.3 and 3.4 of reference frame transformations and see whether
they satisfy proposition 3.9:

Example 3.10: Example 3.3 Generally Does not Conserve G-Invariance

In example 3.3, W( = W does not depend on g and is given by the inversion map
g — ¢’ in particular satisfying W1 = W For some g € G we now insert R( ) into
(3.31). Usmg proposition 2.14 and thus G[R(g)] = R(g), the left-hand side is then

WR(g)W = L(g), (3.32)

which can easily be checked by computing the action on |g’). The right-hand side is

GlL(g) = ﬁ /G dg' L(g'ag’ ™). (3.33)

If G is Abelian, then the left- and right-hand sides are equal for all ¢ € G, be-
cause ¢g'gg' ' = ¢'¢g"'g = g. If G is not Abelian, then there exist g,¢' € G such
that ¢’gg’~! # g, and hence the two sides are not equal. Thus, the family of refer-
ence frame transformations in example 3.3 conserve G-invariance if and only if G is

Abelian.

Example 3.11: Example 3.4 Conserves G-Invariance

Clearly, a sufficient condition for (3.31) is

A

[W(9),L(g)] =0, Vg.4 €G. (3.34)
In example 3.4, we have W(g) = IA%T(g) = ﬁ(g_l), and thanks to proposition 2.14,

(3.34) holds. Consequently, the family of reference frame transformations in example
3.4 conserves G-invariance.

The failure of example 3.3 in the case of a non-Abelian group is closely linked to the existence
of states which are invariant under L, but not under R (so-called L-invariant but not R-
invariant states), and vice-versa. We investigate this connection in appendix B.4.

3.3 External View

While we have excluded certain reference frame transformations such as those in example 3.3
by requiring conservation of G-invariance, there are still many remaining choices, example
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3.4 among them. We will now see another criterion by which one may distinguish various
reference frame transformations: the existence of an external view.

Factorization of Reference Frame Transformations. We begin by noting that all
reference frame transformations (including those which do not preserve G-invariance) can
be “almost”-factorized into two parts, and truly factorized in the case of example 3.4:

Proposition 3.12: (Almost-) Factorization of Frame Transformations

The reference frame transformation [A]I‘ _, g can be written as
Uls = /G dgdg’ Lly(9) 19'){9'| » @ W (9’ 9) |9}l 5 LB (g) ® UL(9)Us(g") (3.35)

If W(g tg)lg) = lg), i.e if W(g) = R(g), then (A]:[‘_HB factorizes as

Ulp=0h5 U, (3.36)
where
ot = /G dg |g){gl, ® L (9) ® Uk(9) (3.37)
0ty = [ d9Lis@) ©10)lols © 04(0) = Tan - Ol Tan.  (339)
~ J

Proof. The expression for UL _ p from theorem 3.2 can be rewritten as

0% = /G dgdg’ |97 ) g4 ® W(9) |9} als ® Th(9)
= /Gdg dg' |97 g W la @ W (g 9) 9" ){g' 9|, @ Uk(g'9)
- /G dgdg L1(9) 19)d' |4 © W(g' " 9)|¢') gl L5 (o) © Uk(e)0s(g), (3.39)

showing the general case in the proposition. The special case is then easily checked. O

For later it will be useful to introduce the superoperators

UL [ ] =00 41054, (3.40)
Ual-]:= [A]%A[ ] ULA? (3.41)

and analogously for UL g and U, g. With this we can write the reference frame transfor-
mations of example 3.3 as
Ul 5 =U" s oULy, (3.42)

and similarly for the inverse transformation. Also, note that UL 4 does not differentiate
between B and S. In fact, it will sometimes be useful to consider a more general Hilbert
space Ha ® Hg, where Hg is any Hilbert space equipped with a unitary representation UQ
of G, and define on that space

0", = [ dala)lala @ Ublo) (3.43)

Similarly, UL g does not differentiate between A and S and one can analogously generalize

UL g, or for any other reference frame for that matter. The definitions of UL 4 and UL B
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in proposition 3.12 are then just special cases of this definition, with Hg = Hp ® Hs and
Hq = Ha ® Hs respectively.
Importantly, physical states, i.e. those which are G-invariant on the reference frame from

the point of view of the corresponding observer, become completely G-invariant once U_ 4
is applied [15]:

[ Theorem 3.13 |

It holds that
GAQOU_)AZU_)AOGA, (3.44)

and equivalently
ULAOGAQ:GAOULA. (3.45)

Gaq is the G-twirl on the whole system, i.e. using the representation Li® UQ.

-

In particular, this holds for @ = B.S; and of course, one may replace A by B or by any other
reference frame. We reproduce the proof of [15] in appendix A.5.

External View. ﬁl p can be interpreted as selecting G-transformations according to the
state of B, and applying them to A and S; similarly UL 4 selects transformations according
to A and applies them to B and S. Both can thus be seen as some kind of reference frame
transformations of their own; not quite, because they do not have the form required be
theorem 3.2. We will come back to this feature later.

Still, we can interpret the factorization UI‘ LB = UL B U_ 4 in case of example 3.1 as first
“jumping out of A” to an intermediate representation of the quantum state through the
application of U_, 4, and then “jumping into B” through the application of UL - As for
reference frame transformations we include “!” in our notation to show how G acts on S
“when jumping in the direction of the arrow _,”. The intermediate representation is a shared
midpoint for all possible reference frame transformations of any given state. We call the
intermediate representation of quantum states the external view.?

Thanks to theorem 3.13 physical states are completely G-invariant in the external view. As
explained earlier at the beginning of section 3.2, completely G-invariant states are considered
to be the only physical states in cases where no reference frame for G is available. In this
sense, the external view can be seen as an observer-independent description of the whole
physical system.

The specific reference frame transformation of example 3.4 has first been derived in [15],
starting with their version of the external view.® Our approach so far began with the views
of observers and the general form of reference frame transformations between then; the
external view was then found as an interesting occurrence in a special case. We will now
argue that the occurrence of the external view is crucial. This will allow us to once and for
all single out the reference frame transformations of example 3.4, and show that our external
view cn also be seen as the external view of [15].

Forgetting about a Reference Frame. Since a state must be completely G-invariant
in the absence of a reference frame, we may also attempt to interpret the states in the
external view as resulting from physical states which were once understood relative to a third
observer, Charlie C, with perfect reference frame H¢, before we “forgot” about Charlie. In

2As we will see, [15] also has a notion of external view, although a slightly different one. Moreover, they
begin their discussion by assuming this external view. To make full contact with the version of external view
in [15], some more work will be required, however ours and their notion will be compatible.

3They denote ULA by “(A]};,S(gA)”, and ULB by “ULS(gB)”.
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order to “forget” Charlie we first trace out his reference frame and then perform a G-twirl
on the remaining system ABS, because the reference frame we used to observe the state has
just been removed. Alternatively, one can also G-twirl ABC'S first and trace out C later.
As it turns out, these two version of forgetting are equivalent:

[ Proposition 3.14: Forgetting about a Reference Frame }

( R

Consider the Hilbert space He ® Hg, where He = L2(G) is a perfect reference frame
for G and Hg is any Hilbert space carrying a unitary representation of G.* The
operation of forgetting C, denoted by F¢, can then be achieved by two equivalent
operations:

Fo = GQ otrg =trgo GCQ, (346)

resulting in a completely G-invariant state on Hgq.

- J

The proof can be found in appendix A.G.

Note that the notion of forgetting about an observer and the resulting completely G-invariant
states always occur, irrespective of whether our reference frame transformations factor into
two jumps and hence irrespective of whether an external view exists. Now, after having
forgotten about an observer, we would like to be able to carry on with doing reference frame
transformations using the remaining observers. After all, ignoring one out of potentially
arbitrarily many observers should not hinder the functionality of the remaining ones. So for
any remaining observer, say Alice A, there must be a map VL 4 which turns the completely
G-invariant state left over after forgetting Charlie into a state in Alice’s perspective. In other
words, VL 4 must satisfy a requirement analogous to that of UL 4 described in theorem 3.13,
namely

VI 0Gag=GaoVl . (3.47)

A priori, VL 4 must only be CPTP, not necessarily unitary. If it is not unitary however,
then there is further information lost when applying VL 4- Now this information can only
pertain to Charlie, since the functioning of all other frames and/or the remaining physical
system cannot be hindered by F¢; but this would mean that Fo has not completely removed
all traces of C. It thus makes sense to assume that VL 4 s unitary. This then immediately
implies that any reference frame transformation factors into two jumps, and there exists an
external view as intermediate stage between the jumps:

UL#B :VLBOVHAﬂ VLB :TABOVLAOTAB, (3.48)
where Tap[ ] = TA Bl- ]TA B is the unitary superoperator which swaps the systems A and

B. The form of VL 4 can be restricted even more: in line with the principle of relativity,
VL 4 is only allowed to treat the subsystem A in a special way, but must act equally on all
systems contained in Q. Thus, we have found a very strong motivation for the existence
of the external view. We will assume that the external view exists and that UL _, g factors
as in (3.48). Of course, the reference frame transformations in example 3.4 satisfy these
demands, with VL A= UL 4. Figure 3.4 summarizes the relationship between forgetting an
observer, the external view and the jumps into reference frames.

There are currently two ways of arriving in the external view: one can jump to it from
a frame A by means of V_, 4, or one can consider a situation with an additional frame C
and forget about C' through Fo. Let us thus ask how they are related. Recall that Fo can
be seen as a G-twirl followed by tracing out C. This implies that whatever information is
contained in every other part of the external view state is not related to C. Hence, it makes
sense to require that tracing out C in the external view (of the three observers A, B and C)

4In the presently discussed situation, we would have Ho=HAa®HB®Hs.
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Figure 3.4: Forgetting the observer C' through F¢o leads us to the external view,
from where we can reach Alice’s or Bob’s view through the unitary jumps V_T> 4 and
VL g- The reference frame transformation ﬁi& _, g consequently factors as UL L=

Vi -Via

has the same effect as forgetting C":
Fc =trcoV_coGe. (349)

This is the sense in which we take the two ways into the external view to be related.
Technically this must only hold for states which are G-invariant on C', hence the G-twirl on
C on the left-hand side.” As it turns out, the reference frame transformations of example
3.4 also satisfies this second requirement:

[ Proposition 3.15: Jumps and Forgetting Observers

[ V_,c = U_,¢ satisfies (3.49). }

We provide the proof in appendix A.7.

Uniqueness of Reference Frame Transformations. Having argued for the existence
of the external view by considering the act of forgetting about an observer, we now turn to
the question of uniqueness. Example 3.4 satisfies all our demands, and in some sense, it is
also the only possible reference frame transformation:

J Theorem 3.16: Uniqueness of Reference Frame Transformations ]

Let U}:‘ _, g be areference frame transformation satisfying the requirements of theorem
3.2, and which gives rise to an external view through the factorization

U]L4—>B :VLBOV—ma VT_,B ZTABOVLAoTAB, (3.50)
where VL al: 1= Vi Al - ]V, 4 is unitary, acts on all subsystems besides A in the

same way, and satisfies
VL 40Gag =GaoVl,, (3.51)

with @ denoting the subsystems besides A. (Note that this implies (3.30), i.e. Us_p
conserves G-invariance of the observer’s own frames).

Then [711_}3 must be of the form
Ul 5 =TapXTup U1 0 4 X, (3.52)

where X = X, ® iaQ is a unitary only acting on A.

5In fact, without this G-twirl the requirement would be too strong.
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Furthermore, compatibility of jumping into the external view and of forgetting ob-
servers follows:
FA:terV_,AoGA. (353)

The unitary X4 can be interpreted as a change of basis on observer’s own reference
frames, agreed upon by every observer. Thus, X 4 does not change the physics of
reference frame transformations, and we can without loss of generality take X 4 = id 4.

-

The proof can be found in appendix A.8. With this result, we can without loss of generality
stick to the reference frame transformations of example 3.4.

Note that the theorem does not further characterize the possible unitaries X 4, since we are
mostly happy with the choice X4 = id4 which is as good as any other. Let us nevertheless
make some remarks about possible X 4. Firstly, a careful examination of the proof in
appendix A.8 shows that we must have

A A

W(g) = XLR(9)Xa, (3.54)

which must satisfy (3.12); but this is always the case. Secondly, UL _, p must satisfy (3.30).
One can show that this amounts to requiring

XAOGAZGAOXA, (3.55)

where X4 [ - ] = Xa - ]XL This is for instance trivially satisfied (with X4 0 G4 =
GaoXy = Gy)if XA is any left-regular action. A non-trivial solution would be if XA is
any right-regular action and G is non-Abelian, since then there are states which are (left-)
G-invariant, but not right-G-invariant (see appendix B.4).

The External View of [15]. In [15], the external view is understood as the view of an
external observer, who needs no reference frame to observe physics. From there, jumps into
actual reference frames are derived (notably, resulting in the transformations of example
3.4), and it is argued that the resulting framework is independent of the choice of this
external observer. Importantly, the change from the external perspective into the “internal”
perspectives of reference frames such as Alice and Bob involves a G-twirl in the external
view (or equivalently, a G-twirl on the observer’s own reference frame states in their view,
see theorem 3.13).

Their external observer can be seen as our Charlie, with the difference that we go a step
further and model Charlie as an actual observer described by their very own reference frame.
We can make Charlie an “external observer” in the sense of [15], by tracing him out (without
G-twirl). The step back into the “internal” view is then made through the G-twirl, and hence
we recover our notion of forgetting Charlie.

Finally, the independence of the framework [15] from the external observer is a result compa-
rable to our interpretation of external view states being observer-independent. In summary,
the subtle difference between our approach and that of [15] is that for us, the “external
view” only holds G-invariant states, while the version of “external view” employed in [15]
holds general states seen by an external observer, which first have to be G-twirled prior to
jumping into an actual reference frame.

The External View as a Lab Frame. Consider again a state papcs|c in Charlie’s view.
But instead of forgetting him, we now simply trace him out to get the non-G-invariant state
paBs = trepapesic. In [15], this would be a state seen by the external observer Charlie.
Does this state have any physical interpretation for us besides this?
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To answer this question we note the following;:

Proposition 3.17: Alice’s Point of View on S

It holds that

trapo Ul ,[-]=trapoUh_ (]

= /G dg ({g], ® U@ trsl -1 (19), ® Us(g)). (3.56)

Also, performing G4 just before trap in either case does not change the outcome.
And the same results hold if we interchange the roles of Alice and Bob (i.e. replace
A e B).

- J

We prove this in appendix A.9.

Essentially, jumping from external view into Alice’s frame or transforming there from another
observer’s frame is equivalent, when one is only interested in the outcome on the system S.
In this sense we can “abuse” the external view as a reference frame to prepare states in,
with the intention to then jump to actual reference frames, if we are finally only interested
in §; such a state may for instance be prepared by the procedure paps := trcpapcs|c
explained above. Since we do not follow the rule of G-twirling after the observer is removed,
we can think of the external view as some kind of “lab frame” where a reference frame is
not necessary.

We want to stress that the interpretation of general states in the external view as a reference
frame only works indirectly, through Alice’s view on S after a jump from the external view.
The interpretation of G-invariant states in the external view as observer-independent states
for comparison holds in any circumstance.

Proposition 3.17 of course also clearly illustrate how transformations and jumps work when
considering S alone: the group elements g € G selected by conditioning on A are applied
through U ; (9)[ - 1Us(g) on the system S, as we stressed many times in different contexts.
The resulting system state is typically mixed:

Example 3.18

Let ) 4 = |g1) + |g2), where g1,92 € G, g1 # g2, let op be a state with unit trace,
and let g be any state. Set paps = |9)(d| 4 ® op ® {g. From proposition 3.17 it
then follows that irrespective of whether we use papgs as initial state for a jump to
Alice or a transformation to her, she will observe the system state

psia = 8(e) [Uh(91)2s0s(91) + U (92250 (92)] - (3.57)

If the two terms are not proportional then pgj4 is mixed. The factor d(e) is due to
trig){gl = d(e).”

Such mixtures of system states are a feature exhibited only by quantum reference frames:
After the switch (jump or transformation) to Alice’s frame, AB holds the information about
the state of Alice’s frame before the switch, which in the example above was in a super-
position of classical states. We will now investigate this feature further, by no longer just
considering S.

SRecall from section 2.4 that we can deal with such formally infinite factors as we would with any other
symbol and so this is not further problematic. See appendix B.3 for details on how we treat such infinities
as well as states scaled by them.

39



3.4 Structure of States & Relativity of Entanglement

Let us now apply the reference frame transformations we derived in the preceding sections
to physically interesting situations and investigate the states resulting from transformations.
We assume that Alice’s state is a product state

paps|a = Ga[6a] @ o) (¢l © s, (3.58)

where the A- and S-parts are general, but Bob’s reference frame state |p) ; = [, dg¢(9)19) 5
is pure. To declutter the notation we will usually not worry about normalization of either
the total state or the reduced states, since it can always be achieved with at most formally
infinite constants. Jumping into Bob’s frame results in

PABS|B = UL%B[/}ABS\B} = /Gdg1 dgz (g1]p)(plge) X

x |gr )92 ], ® RE(91)Gpl68]Re(92) © Ul(91)$s Us(g2).  (3.59)

Here, 65 is 64 taken as a density operator on B instead of A. This expression is most
readily derived from the form (3.19) of the transformation. Let us analyse the structure of
the state (3.59) more closely.

State on BS. Tracing out A is quite easy, yielding
. 2 4 R St N A
pBS|B = / dg | (gle) | - Rl (9)Gelos]RE(g) ® U;(g) SsUs(9)- (3.60)
el
Now g + | {g|) | is up to a positive constant a probability distribution (it is one if (¢|p) = 1
thanks to (2.24)), and ppg|p is thus a separable, hence non-entangled state [45].

State on AS & Relativity of Entanglement That there is no entanglement between B
and S is not surprising; if at all present, we would expect it between A and S, since B controls
the unitaries on S during the transformation, and the state on A after the transformation
reflects the state of B before. For transformations of the type of example 3.5, this is indeed
the case [15]. This phenomenon is called the relativity of entanglement: a state that one
observer sees as a product state may be an entangled state in the point of view of another.

To check for entanglement between A and S in our more general framework, we trace out
B. Without more assumptions on Gg[6 ] this is unfortunately not straightforward. But we
can already learn much from two extreme cases.

Firstly, take the standpoint that Alice knows nothing about her own state. Hence, we would
have 64 = id4, which is G-invariant (G4[id4] = id4) and thus a valid state. Consequently,
RE, (91)Ge[6B]RB(92) = R(gl_lgg). Thus, tracing out B forces g; = go as before, and’

posis = |G /G dg | {ale) [P o7 o], © Uk(g) ¢ Us()- (3.61)

As we can see, this is again separable, hence not entangled. Even in the case where we do
not care at all about Alice’s own state we do not find relativity of entanglement as in [8];
the simple presence of a state describing Alice from her point of view seems to prevent it.

Secondly, we would like to find another extreme, where entanglement occurs. Because it
is generally very difficult to confirm entanglement in mixed states (see e.g. [48]), we will

. 7HerAe it is perhaps instructive to consider normalization. For proper normalization, we should use
id4/trid 4 instead of id4. Now, tridg = d(e) - |G|, and so this already cancels the factor |G| in the result.
The additional factor 1/6(e) compensates the fact that tr ‘g*1><g’1| =d(e).
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construct an example using pure states. Let therefore {g = |1/) (1|4 be a pure system state,
and let 64 = |¢)(¢|, be pure and such that Ga[|¢)(d| 4] = |¢)(¢| 4. The second requirement
can only be achieved if G acts in the trivial representation on |¢),. As is explained in
appendix B.7, a subspace of L?(G) carrying the trivial representation is only guaranteed to
exist if G is compact; and for the centrally extended Galilei group (which is not compact),
there is none, as will become clear in section 5.4. In general, such a |¢) , will thus not exist
in L?(G), but it does in the larger space L2(G) [13].

Such trivial representation spaces in the larger space of a rigged Hilbert space construc-
tion are a central object of study in the so-called perspective-neutral approach to quantum
reference frames [9-14], similar to spaces found in the Page- Wootters formalism for time evo-
lution [28, 29]. The perspective-neutral approach builds on pure states, and thus roughly
speaking needs a notion of G-invariant pure states, leading to the consideration of subspaces
which transform trivially under G.

When working with G-invariant pure states, it makes sense to introduce the coherent G-twirl
(see [13], above sources, and [49]):

G::/GU(g)7 (3.62)

where U is the representation on the Hilbert space in question.® The coherent G-twirl has
similar properties to our (incoherent) G-twirl: it satisfies G? o< G, and it holds that

L(g)Glv)y=Glp), Vgegq. (3.63)

i.e. G acts proportional to the identity on coherently G-invariant states, and G |t)) transforms
in the trivial representation of G, even if this representation is not necessarily a subspace of
L2(G) for non-compact groups. The important difference to our G-twirl G is that G preserves
the purity of states. Finally, coherently G-invariant pure states are also G-invariant in our
sense, but the converse is not true.

If we now take |¢) , such as to satisfy G4 |¢) , o |¢) 4, we can fulfil the above requirements
for the state Alice sees. Bob’s state (3.59) is now

PABS|B = Ul [paBsiBl = /Gdg1 dgz (g1]p)(wlge) X

x g7 gz |, @ 10) (ol @ Ul(gr) 1) (¥ls Us(ga), (3.64)

If ) is in a superposition of classical reference frame states, then this is entangled, as we
wanted to show. To completely make contact with the relativity of entanglement in [8], we
trace out B, yielding:

pBs|B = tr |¢><¢|B/(;d91 dgz (g1lp)(plga) x

X (lor) 4 Uslo0) [9)s) ({3 |4 (5 Us(g2)),  (3.65)

which is also clearly entangled if |p) is in a superposition. There are other examples of
relative entanglement demonstrated in [8]; we will however not consider them here.

Relativity of Entanglement in General? We have seen that the simplest example
of entanglement relativity among those described in [8] does not generally occur in the
approach [15] considered here. More precisely, we were able to reproduce entanglement

81n contrast to the G-twirl (3.26) we do not divide by |G| here. This is done mostly to match the usual
definition (see e.g. [13]).
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relativity if Alice’s own state was taken to transform trivially under G. In hindsight, this is
not surprising, since assuming a trivial transformation is equivalent to not including Alice’s
own state at all, as is done in [8] (recall also example 3.5). Entanglement relativity did not
occur if a state of maximal entropy was taken for Alice’s own state.

The different outcomes (i.e. presence or absence of entanglement) could potentially be ex-
perimentally distinguished, and so the two extremes are not equivalent. This raises the
question of which way of dealing with Alice’s own state is correct: can she observe internal,
G-invariant degrees of freedom of herself as we assumed, or can she not observe herself at
all?

What is certain, is that our approach is able to model both possibilities, being general
enough. And if we allow internal degrees of freedom, then whether relativity of entanglement
occurs seems to depend on Alice’s state of knowledge about her internal degrees of freedom.
Finally, it should be mentioned that besides relativity of entanglement, one can also consider
the related relativity of partitioning of observable algebras described in [15]; it can be a
more powerful tool to gain insight into the structure of reference frame transformations
than relativity of entanglement.

3.5 Coherent, Perspective-Neutral Special Case

We saw in the previous section how employing methods from the coherent perspective-
neutral approach can help us reproduce relativity of entanglement. Here we briefly explore
how our approach allows for a simple implementation of a coherent perspective-neutral
formalism as a special case. But of course, as we argued in the introduction, such a formalism
will be incompatible with information theory of imperfect reference frames (e.g. [19]).

Jumps. Let [1) 454 be coherently G-invariant in the external view, i.e. such that

La(g) ® Lp(9) ® Us(g) V) aps = [¥) aps > VgeaG. (3.66)

Writing (g| = (e| LT(g), we can compute the jump:

O 4 1) ans = /G dg (1) (el ® ps) (Ey(0) ® L (9) © T5@)) 1) ans

- /G dg |g)(ela |9) aps- (3:67)

In other words, the jump into Alice’s frame is obtained simply by conditioning |¢) 4 5o With
(e] , on A and setting the state on A to the G-invariant state [, dg |g),. The conditioning
becomes even more apparent if we also trace out A:

trao ULA [[¥) (¥l aps] = |G| (el [¥)(¥]apslela - (3.68)
The factor |G| stems from tr[( [, dg |9)) ([, dg’ (¢'])] =G|

Conditioning on the jumped-to reference frame is the central mechanism through which
jumps from the external view are carried out in perspective-neutral approaches [9-14].

Transformations. This coherent perspective-neutral special case is also capable of mean-
ingful reference frame transformations. For this, take Alice’s state to be |¢) = |¢) 5 ) 45
and coherently G-invariant on A. We then find using (3.19) that

Ul 510 aps = /Gdg (916) - [97") , (RE(9) © UL(9)) 1#) s - (3.69)
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The result is typically entangled, with different branches corresponding to different trans-
formations applied to BS, selected according to |¢) 5.
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4. Transformations Between Imperfect
Quantum Reference Frames

In the last chapter we introduced the unitary transformations between perfect quantum
reference frames, eventually making contact with the formalism of [15]. These transforma-
tions have been defined with an incoherent notion of G-invariance (i.e. we require (3.24) of
G-invariant states), and are thus compatible with the rich information theory of imperfect
reference frames mentioned in the introduction. Currently, we have achieved two of the three
requirements we posed for our formalism in the introduction. The remaining requirement
was that our formalism be capable of dealing with imperfect reference frames. In this chap-
ter we will thus take the formalism of previous chapter and extend it to imperfect reference
frames.

We begin by noting in section 4.1 that the formalism of last chapter cannot deal with imper-
fect reference frames without generally compromising unitarity. In section 4.2 we propose
to solve this problem by embedding imperfect reference frames into perfect reference frames,
and argue why this approach also makes sense physically. Section 4.3 is concerned with
constructing this embedding and discusses its properties. In section 4.4 we then discuss the
view of observers in imperfect frames in light of the embedding and see that transformations
between imperfect reference frames truly need the larger, perfect reference frames into which
the imperfect frames are embedded, in order to remain unitary. Finally, we discover an im-
portant trait of imperfect reference frames in section 4.5: transforming into an imperfect
reference frame results in a “fuzzy view” onto the world, even if the reference frame was
in a classical reference frame state before the transformation (more precisely, the observed
system states are always mixed, centred around the state expected from perfect frames).

4.1 The Problem of Unitarity
The reference frame transformation of [15] which we derived in the previous chapter is

Ul p= /Gdg dg' |97 |4 @ |9'9) (gl 5 © UL(g). (4.1)

Let us try to adapt it to serve also as transformation between imperfect reference frames.

The most straightforward approach would be to replace the classical perfect reference frame
states by classical imperfect reference frame states, that is |g) , ~ |T'y) 5; here, R is either
A or B, and R is either A or B. To distinguish perfect and imperfect reference frames
we denote imperfect reference frames with a tilde. Thus, our attempt at a reference frame
transformation between imperfect frames would be

It = /G dgdg’ [Ty )Ty 5 ® Tgg) Tyl @ Uk(g). (4.2)
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This new transformation would act on a pure state [¢) ;5o = |0) 4 |©) 5 IX) g as

U% ,51¥)ans = /Gdgdg' (Lyrl) (Tgle) [Tg-1) 4 1Tg0) 5 U(9) )5 (4.3)

Unsurprisingly, the transformations which act on .S are selected accordlng to the state on B,
as was the case for transformations between perfect reference frames. U . can certainly
deal with mixed states, and it can transform between imperfect reference frames. It is
however not unitary.

To see this, it suffices to construct a counterexample. Let us take a very simple one:

Example 4.1: Counterexample to Unitarity of U'}_} B

Let the rotation ¢ € G = U(1) by the angle ¢ act on H = C by multiplication of the
phase e'?. Let the classical reference frame states be |T'y) := e!. In particular,

(Tg:[To) = |Tg) (T | = i), (4.4)

One readily checks that the above representation of G on C together with these
classical reference frame states defines an imperfect reference frame in accord with
definition 2.17 (note that the Haar measure is simply dy, and G is compact). Let us
further simplify things by considering the system Hg = C with G acting trivially.

We then compute, leaving out .S since it is trivial:

P I‘*B:/[o o d6, df, 46, de} x
X (T4, —4,) (Toy4, [T 10, ) |Tey)(Tos| , @ ITo,)(To, |5

:/ A0, A6 A0} A6 exp (1[0 — 01 — 05 — Oy + 0, + 01 + 05 — 0, + 05 — 0,])
[0,27)
= 4n® / dfy db; exp (i[f2 — 61]) = 0. (4.5)
[0,27)

A . .
Hence, U i, 18 not unitary.

We thus see that (A]:%H 5 cannot be the solution to our problem. We will turn to another,
more successful approach in the next section.

Before doing this, let us pause and ask whether loss of unitarity (and a spectacular one at
that) in example 4.1 was only due to the contrived nature of the example. Upon closer
inspection we note that 6; and 65 were not forced to be equal, since the classical reference
frame states were not orthogonal. This is true for general imperfect reference frames, and

we thus always expect at least the integrals fG dg; dgo in the expression for U i H UL_) B

Now as we can infer from ﬁ;\_@ﬁg%g in example 4.1, this means that UA_>BU g will
generally be a mixture of [I'y,)(I'y,| in the B part, for all combinations of g1, 92 € G The
off-diagonal terms will typically prevent the expression from equalling the identity. Note
that in our example, off-diagonal and diagonal terms are essentially merged, since H = C
is one-dimensional. In conclusion, non-unitarity is expected to occur much more generally,

and we can confidently abandon the idea of U}ﬁ 5 However, as we will see in section 4.4,

UL B still has a physical meaning: it describes what Alice thinks Bob sees based on her

own state.
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4.2 Embedding of Imperfect Quantum Reference Frames

Our interest in imperfect reference frames was mostly motivated by practical limitations:
quantum objects in nature typically satisfy some kind of uncertainty relation, which prevent
us from using them as perfect quantum reference frames. For instance, a quantum particle
cannot be used as a perfect quantum reference frame for the Galilei group, as we will see in
section 6.1.

Our interest in unitarity on the other hand is less inspired by practical aspects and rather
by conceptual ideas: our reference frames and systems in a sense should exist in their own
right and can simply be “marvelled at” from different perspectives, corresponding to the
points of view of our reference frames; this idea is nowhere as clear as in the existence of the
external view described in section 3.3. As walking around a sculpture in a museum does not
alter the sculpture in any way, we do not want that transforming from one reference frame
to another is in any way irreversible.

Now, from certain points of view one might not be able to see the sculpture very clearly.
Analogously, we can take the standpoint that in imperfect reference frames, one simply
cannot see the rest of nature (observed system and other reference frames) clearly, but that
if one had access to a perfect reference frame, the view would be better. This gives rise to the
idea that imperfect quantum reference frames should in principle be able to be improved,
until they become perfect, without at all changing the rest of nature they observe.

We thus propose the idea that any imperfect quantum reference frame, corresponding to the
point of view of some physical object, can be understood as part of a larger, perfect quantum
reference frame, which is however ideal in the sense that it cannot be fully accessed by the
observer due to the limitations of the physical object. This leads us to embed physical imper-
fect quantum reference frames into ideal perfect reference frames through homomorphisms,
i.e. Hg — Hr. Again, we denote imperfect frames with a tilde and perfect frames without.
The reference frame transformations would then occur between these ideal perfect frames,
thus ensuring unitarity. Observers would however not have access to the full Hilbert spaces
of the ideal frames, but only to the subspaces corresponding to the embedded imperfect
frames.

Interpreting imperfect reference frames as part of perfect reference frames is also interesting
from a purely mathematical standpoint, since L?(G) contains irreducible representations
as subspaces (see section 5.4 for details; particularly, if G is compact, then every finite-
dimensional irreducible representation of G is contained [41])." One can even show [19] that
for compact G, imperfect reference frames are “better” if they are larger subspaces of L?(G).

4.3 Embedding Construction

We now turn to constructing an embedding of an imperfect quantum reference frame with
Hilbert space Hp into a perfect quantum reference frame with Hilbert space Hg. This
embedding should conserve probabilities, hence it should be an isometry. Also, we would
like it to be compatible with the representations of G on Hr and Hp.

!Based on this mathematical fact, the supervisors Esteban Castro-Ruiz and Ladina Hausmann originally
devised the idea of embedding imperfect frames into perfect ones, shortly before the start of the thesis. Thus
was born the motivation for this work.
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Provisionally, we will define an embedding Hz — Hgr to be a homomorphism with these two
properties.” The following result characterizes homomorphisms H 5 — Hp with the above
two properties:

Proposition 4.2: Characterization of Embeddings

Let Hy be an imperfect quantum reference frame for G with unitary representa-
tion U &, and let Hp be a perfect quantum reference frame for G with left-regular
representation L. Consider a homomorphism E : H i — Hpr which

(a) preserves scalar products, i.e. is an isometry:

W ETE|p) = (¥lo), ¥ [¥),lp) € M, (4.6)

(b) preserves the representation structures, i.e.

N N

EUg(g) = Lr(9)B, VgeG. (4.7)

Any such E is of the form

~

B = Bo.) = /G dg lo)agl, lag)=Usg)lee), YgeG,  (48)

where |a.) € Hp is a not necessarily normalized or even normalizable vector, such
that . . .
Ef(ae)E(ae) = id. (4.9)

(4.9) is a completeness relation, since for every |¢) € H £ it holds that

B () B(w) = /G dg Us(g) 1)1 0L (o). (4.10)

. J

The proof is provided in appendix A.10.

We see that the embedding Eis completely determined by the choice of a seed state |a.) €
Hp, such that Et(a.)E(ae) is the identity. Once an embedding E is chosen, starting from an
imperfect reference frame state |1)) 5 we can now obtain a corresponding perfect reference
frame state 1), = E |Y) 5. The orbit of states Ué(g) |ae) generated by the seed state
intuitively determines which imperfect reference frame states are mapped to roughly what
perfect reference frame state. It would thus make sense to have

o) = % T,). (4.11)

where r > 0 is the constant stemming from (2.26); 4.e. we would want to identify the orbit
of the seed state with the classical reference frame states.

Formal Infinities. Still, the identification of classical states and embedding orbit states
does not always work: it fails if r is formally infinite, because E(T.)/\/7 would then no
longer be a well-defined homomorphism. But as we have seen while introducing imperfect
reference frames in section 2.4, formal infinities are necessary to capture some cases of
reference frames. The same is true for embeddings.

2Later it will also be necessary to allow for infinite normalizations in the most general case.
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Let us thus refine what we mean by an embedding;:

{ Definition 4.3: Embedding }

( 1

Let |I'.) € Hz be a not necessarily normalized or even normalizable state and r > 0
a formal constant which could be infinite. Then the formal homomorphism

B E(Fe)j; /G dglg)(Tyl, Loy =0a(@)[Te), YgeG  (412)

\/,F

defines a embedding of the imperfect quantum reference frame Hp C H & into the
perfect quantum reference frame Hr C Hp if

ET (Ferr)‘EA‘(Fe) _ 1El (413)

is formally satisfied.

If 7 > 0 is finite and hence E is a well-defined operator, then we say that £ is a non-
formal embedding. If r > 0 is instead formally infinite and hence E' is only formally
defined, then we say that F is a formal embedding.

- J

Formal embeddings still formally satisfy the two properties (a) and (b) in proposition 4.2,
allowing a formally infinite r is thus reasonable. While non-formal embeddings are easier
to work with, we are sometimes forced to consider formal ones. This will for instance be
the case for embedding imperfect reference frames of the one-dimensional Galilei group in
chapter 6. Recall that if G is compact, then the integral in (2.26) always converges, and
thus (4.13) holds with a real constant r. For compact G, embeddings are always non-formal.

Seed States in Irreducible Representations. Similarly to proposition 2.21, we can
use Schur’s lemma [30] to derive the following result:

[ Proposition 4.4: Seed States in Irreducible Representations }

If Ug is irreducible on H 5 then every [¢)) € Hp, for which ET(y)E()/r is well-
defined with r > 0 a possibly infinite formal constant, can be appropriately scaled
such as to become a valid seed state for an embedding.

This will be useful for the case of the Galilei group in chapter 5, since the representations
we will be interested in are irreducible.

Applying the Embedding. With the embedding defined we can now use it to interpret
imperfect reference frame states as perfect reference frame states:

Definition 4.5: Embedding of Reference Frame States }

( 1

Given the state pp : Hp — H £ of an imperfect reference frame, we obtain the
corresponding state pr : Hr — Hpg of the perfect reference frame through the
embedding;:

pr=Elpal,  E[-]=BI. }E (4.14)
For pure states |¢) 5 € Hp, the embedded state ) 5 R is
[W)p=E¥)z- (4.15)
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When dealing with multiple imperfect reference frames H ;, H 5, etc. and the corre-
sponding perfect frames H 4, Hp, etc., we will distinguish the embeddings acting on
different frames by writing E4, Ep, etc. and E 4, Ep, etc.

For later it will also be useful to introduce the “un-embedding” superoperators
Ef[-]:= ET[-] E, and similarly for EL, E%, ete.

- J

If the embedding E is non-formal, and |t) i € Hp, then the embedded state will also
be a proper state: E )z € Hr. If E is however formal, then one typically finds that

VTE ) 5 € Hp, and so the embedded state E [1)) 5 is not even in the larger Hilbert space.
To illustrate this, consider the most extreme example:

Example 4.6: Formal Embeddings Require Very Large Vector Spaces

Let G be non-compact and take Hz = C to transform trivially under G. Then,
IT'y) = |T¢) for all g € G. And hence for |¢) € Hp,

Bly) = <Fj§”> L1 (4.16)

is proportional to the constant wave function fG |g) on G, which is an element of
Hp. If G = (R,+), this constant wave function would be a plane wave with zero
momentum. To make E a formal isometry however, one requires r = |G|, which
makes £ [1) an infinitely scaled version of [ ¢ d19), a state which is not contained in
Hr.

As before, we will deal with this problem by also allowing vectors in Hp which have been
scaled by formally infinite constants; see appendix B.3.

4.4 Observers in Imperfect Reference Frames

After having defined the embedding of imperfect reference frames, we now turn to the points
of view of observers in imperfect frames.

Alice & Bob. In contrast to chapter 3, Alice and Bob (and other observers if needed) are
now no longer described by perfect quantum reference frames, but by the imperfect quantum
reference frames H ; and H . These imperfect frames are considered part of perfect frames
‘H 4 and Hp through the embeddings E4 and Bp, according to our idea in section 4.2.

There we also stated that Alice and Bob are assumed to now have access only to the space
Hi ®Hg ® Hg, and not the larger space Ha ® Hp ® Hg. Their own states on H ;7 and
‘H g respectively will have restrictions, since the embeddings of these states on H4 and Hp
respectively must be G-invariant according to the framework in chapter 3. We will see
further down that these restrictions mean that their own states must again be G-invariant,
except that we now take the representations U ; and U 5 respectively in the G-twirl.

Reference Frame State Seen by an Observer. Focus now on one specific observer,
say Alice. Let Hy be an imperfect reference frame observed by Alice, and let Hpr be the
perfect frame into which Hy is embedded through E. Hz could be Alice’s or Bob’s frame.
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A general state pr on of the perfect frame is not necessarily an embedded imperfect state,
since F is merely an isometry, not an isomorphism:

Proposition 4.7: Characterization of Embedded Imperfect States ]

( 1

If E is a non-formal embedding, then

EE" = P, s (4.17)

is the orthogonal projector onto the image im(E) C Hp of E.
If £ is an informal embedding, then it still holds that EET acts as the identity on

A

the image im(F) (which now also contains infinitely scaled vectors).

Consequently, for a general embedding E, a state pr of the perfect reference frame
is mot an embedded imperfect state if

EoEM[pr] # pr- (4.18)

Furthermore, if E is non-formal, then the converse is also true: pg is an embedded
imperfect state if and only if E o ET[pr] = pr.

- J

We show this in appendix A.11.

So if a general state pr of the perfect frame may not be an embedded imperfect state, which
is the state observed by Alice? We take the standpoint that she should only see those aspects
of pr which can be understood in terms of embedded imperfect states. We implement this
by defining Alice’s observed state to be the “un-embedded” state

P = E'[prl. (4.19)

If pr = E[6] is an embedded imperfect state, then p} = E' o E[65] = 65, as reasonably
expected. If pp is more general, then proposition 4.7 (at least for non-formal embeddings)
shows that p% = Ef[pr] = Ef o Eo Ef[5R] projects onto the image of E and then un-embeds
the resulting state. Thus, (4.19) is a reasonable definition for the state observed by Alice.

Note that if pr is in the kernel of Ef, then pg = 0 and Alice observes no state at all.
Physically this simply means that pr contains no information whatsoever which could be
stored in an imperfect state. Thus, in that case it makes sense to define p% to be the state

of minimal information [45], i.e. Py = idz up to normalization. To summarize:

[ Definition 4.8: Imperfect States Seen By Observers }

( 1
Let pr be the state of a perfect reference frame, into which an imperfect refer-
ence frame Hy is embedded through the embedding E. An observer observing H 5
(not necessarily the observer associated with the frame) then has access to the un-
embedded state (up to normalization)

e {E* pr] i Ellpg] #0, (420)

Pr= id i otherwise.
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Assume now that H 5 is Alice’s own reference frame. Since pr must then be G-invariant, it
follows that p% must also be G-invariant:

[ Proposition 4.9 w

It holds that
GoEl=EfoG. (4.21)

If R is an observer’s own frame and hence G[pr| = pg, then the un-embedded state
pg of the observer’s own frame must be G-invariant as well.

Proof. The condition (4.7) implies EtLr(g) = U(g)E*, showing (4.21). Thus, if G[pr] = pr,
then G[p%] = G o Ef[pg] = ET 0 G[pg] = Ef[pr] = % O

Observables. An observer may wish to measure an observable O £ on their un-embdedded
state. This measurement can alternatively be understood as measuring the “embedded
observable” EO RET, a consequence of the cyclicity of the trace:

Proposition 4.10 }

( 1

It holds that

tr(OzEprE) = tr(EORE pR). (4.22)

More generally, let A £ and Bg be operators on ‘Hp and Hpg respectively; it then
holds that

tr(BARE' Br) = tr(Az B Brb). (4.23)

- J

This provides another interpretation of the observer’s view: the observer can instead access
the perfect state pr, but only through measuring imperfect observables OR, which conve-
niently have no access to those degrees of freedom in pg not replicable by embedding an
imperfect state.

Jumping and Transforming into Imperfect Frames. Let us consider the situation
where an imperfect state is prepared either in the external view or the view of an observer,
before we jump or transform into the frame of another observer. For this, we compute
U EAB (for jumps) and UA%BEAB (for transformations), where Fap = Es® Ep. We
denote the potentially infinite constants occurring in the embeddings by r4 and rp respec-
tively.

The former is

0% \Bap = /G dg |9)(gl4 Ba ® Ly (9) B © Ul(0)

- fiA /G 49 1) 4 Tyl 5 © UL () © UL(g).  (4.24)

We have used (4.7) to pull out Ep from the integral. Importantly, we could not pull
out E,, since for g € G there is generally no state |vy) € Hz with the property that
|g)(T 4| = E |1} (T, since such a state would have to overlap |T'y) but be orthogonal to |T'y/)
for g # ¢’ € G; this is impossible, since the states {|T'y)}4ec are not pairwise orthogonal.
We similarly find

~ ~ 1 A
i _ - i
Ul gEap = m/Gdgdg’ g 1>A Tylz®19'9) 5 Tglz @ Ul(g). (4.25)
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This time, we could not pull out any embeddings from the integral, for the same reason.

Let us check whether an initially embedded imperfect is still embedded after the jump or
transformation. We can do this by employing the criterion in proposition 4.7. For jumps,
we know from (4.24) that the reference frame not jumped-to, i.e. B in our case, will be
embedded (since E5 could be pulled out), so we focus only on the jumped-to frame:

EAELULAEAngAELﬁ /G dg 19) 4 (Tl s ® UL(9) ® Ul(g)

Ep . .
= N Gdgdg' 19) 4 (L L)Lyl 5 @ };(9) ® Ug(g) (4.26)

Because (I'y/[Tg) 5 o 6(g'"'g), this is not equal to (4.24).> Thus, states will generally not
be embedded states after having performed a jump from the external view. It is easy to see
that the same is true for jumps to external view, the only change being the removal of “}”
from the B- and S-parts of the expression. With a bit more work, but still with analogous
methods, one shows that generally

EABELB[}LHBEA’AB # UZXHBEABv (427)

and of course similarly for the inverse transformation. In conclusion, we have shown the
following:

Theorem 4.11: Jumps and Transformations need Perfect Frames }

Jumps and reference frame transformations applied to embedded imperfect reference
frame states will generally not result in embedded imperfect reference frame states.

Intuitively, the additional resources provided by the perfect frames which were not already
there in the imperfect frames, are necessary for jumps and reference frame transformations.
This makes sense, since otherwise the embedding would not have been necessary for unitary
transformations and our first idea of section 4.1 should have worked.

We stated in the introduction that we were not so much interested in asking how one
observer thinks the view of another should look, but rather how different observer views can
be transformed to if we assume that they are part of a common reality. Now as it turns
out, our framework, geared to answer the second question, can also answer the first. To see
this, consider Alice who only knowing the imperfect state Pip S/A available to her wishes to

guess Bob’s state p as well as she can. One guess would be for her to assume that the

U
ABS|B
perfect state p4pg|a is actually the embedding of Pz sA° Under this assumption, Bob’s
imperfect un-embedded state would be obtained from her imperfect state through

1

ot T ; _
EABUA—>BEAB - rATB

But of course, generally papsja # E[ and so her guess might not be correct. Note

ﬁ%ésm] A
that (4.28) up to a prefactor equals the transformation U;%_> 5 defined in (4.2) which we
considered in section 4.1. What started out as a failed idea for a unitary quantum reference
transformation became useful again in a slightly different context, as an answer to what

Alice thinks Bob sees.

3To see this more clearly, we can e.g. condition with (g| 4 from the left.
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4.5 Mixture of Transformations: “Fuzzy View”
as a Sign of Imperfection

Consider the embedded imperfect state paps = Ea[|$)(¢] 1] QEp[6 5]®Ss. Using proposition
3.17, the system state observed by Alice after a jump or transformation starting in the state
pABs is

psia =trap (UL, [paps]) = trap (UG 4[pans])
= W/ dg | (Tyle) > UL(9)esUs(g).  (4.29)
TA G

To simplify the trace in front, we have used proposition 4.10. Similarly to example 3.18,
Alice observes a mixture of system states: each term in the mixture is a transformed version
of ¢, with transformations selected according to | (I'y|¢) |*.

In contrast to the case of perfect reference frames in example 3.18, mixtures of transforma-
tions now occur even if [¢p) = |T'y,) for go € G is a classical reference frame state, because
the classical states are not pairwise orthogonal. When switching into an imperfect reference
frame, there will always be a mixture of transformations applied to S. This “fuzzy view”
of S is a unique feature of imperfect quantum reference frames. We will later illustrate it
using the Galilei group in chapter 6.4; here, we investigate the phenomenon generally.

Setup. In what follows, we will often use the abbreviation

Blg)=— 249 ygeq, (4:30)

Vra-(9le)

keeping in mind that E(g) depends not just on g € G, but also on the imperfect reference

frame state |¢) and on the seed state |I'.) chosen for the embedding. The factors in E(g)

are chosen such as to make |E(g)|? a probability distribution over G: from the completeness

relation (4.13) and (4.10) it follows that

fG dg |Tg)(Ly| |6 = M -1 (4.31)
ra - (¢lo) (¢l¢)

|E(g)|? can be seen as the probability density of measuring the |T'y) among all other classical
reference frame states when |¢) was prepared.

/ dg|E(g)? = (4]
G

Entropy. A way to measure the amount of mixture in pg|4 is the von Neumann entropy.
For a normalized state & of a quantum system described by a Hilbert space Hg is defined
as [45]*

H(6) := —tr(6logy 6), (4.32)
where the base-2 logarithm is understood in terms of eigenvalues; one uses the convention
that 0 - log20 = 0. It holds that H(6) = 0 if and only if & is pure, and

H(6) < logy(dimsupp §) < log,(dim Hg), (4.33)

with equality in the first inequality if and only if 6 = iasuppg, / dimsupp 6 and equality in
the second inequality if and only if & = 18/ dim Hg. This follows easily from considering

4The standard notation for entropy in quantum information theory is H(Q)s, where Q labels the quantum
system. We will use a simpler notation only involving the state, since the system will always be at least
implicitly clear.
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an orthonormal which diagonalizes &; see [45] for a discussion of the finite-dimensional
case. The infinite-dimensional case is not much harder, except that now log,(dimHg)

and potentially log,(dimsupp &) must be seen as formal infinities, and id/dim Hq and
potentially idgupp s/ dim supp 6 are formally defined states.

Since our states are not necessarily normalized, we will work with a slightly more general
expression, see definition B.9 in appendix B.5:

A ~

5) = —tr [ -2 loe, -2
H(6):= —tr (tr& log, tr&) . (4.34)

Clearly, this reduces to (4.32) if the state is normalized as tr6 = 1. We briefly discuss the
more general expression (4.34) in appendix B.5; there we will see that the more general
expression works nicely with the most often encountered non-normalized states such as |g),
g € G, superpositions of such states, and mixtures.

Badness Measure. Let now paps = Ea[|Ty,) (g, | 1] ® E[68] ®<s be such that Alice is
in a classical reference frame state. Jumping or transforming into her frame gives

psia=C- /G dg|E(9)2 Oh(9)esUs(a), €= tr(65) - (ToolTo) 5. (4.35)

We wish to measure the amount of mixture induced by the various transformations on S.

We first note that if {5 is itself mixed, then H(pg4) measures in part the mixture in {g,

which is not our intent. Let thus {s = |x)(x|g be pure. We then note that if Us is trivial, it
follows from (4.35) that pg4 is pure, and accordingly, H(pgj4) = 0. This is however hardly
an interesting case. On the flip side, with fixed state on A, the entropy is maximized if the
states Ug(g) |X)g are pairwise orthogonal; this is possible with Hg = L*(G), |x)g = le),
Us = Ls and thus (elg Us(g) = (97| The trace of pgj4 in this case is

tr(psja) = C- /G dgdg |E(9)[2 (g'|s LY (9) le)els Ls(g) g} = C-8(e),  (4.36)

where we have used (4.31). The entropy is then

E(q 2| ,/—1 /—1 1\12
H(ﬁS|A) _ _Ldgdg/ dg" <g|s | (g )| |6g(€) ><g |S 10g2 ('E(;(ge))l > ‘g//—1><g//—1} |9>s

_ /G dg|E(g)[*logy |E(9)|? + logy 6(c).  (4.37)

We will not worry much about the infinite second factor, as it only introduces a constant
shift; we will however note that if | E(g)|? = d(g), then the entropy becomes zero, as expected
for a pure state, since the first term cancels the second. Let us thus focus on the first term:

H(|E|?) = —/GdglE(g)IQIng |E(g)? (4.38)

is the so-called differential entropy of the probability distribution |E(g)|? (see e.g. [50]).
Since it is, up to an infinite constant offset, the maximum entropy of pgj4 one can obtain
with a pure state on Hg, we can see it as quantifying the mixture of pgi4 induced by
transformations on S in the worst case. It is the measure of mixture we were looking for.
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It is not hard to see that H(|E|?) satisfies the requirements of a badness measure:

{ Proposition 4.12 l

r

H(|E|?) is a badness measure according to definition 2.23:

H(|E?) = /G dg £(| {Tel U4(9) ITe) 1), (4.39)
where ) )
f@) = — <Fi o loee <ri L (4.40)
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5. Galileil Transformations in One
Dimension

We mentioned in the introduction that quantum reference frames, particularly imperfect
ones, are expected to play an important role in quantum gravity [8, 10, 14, 15, 25-27].
In this chapter, we introduce two groups whose quantum reference frames are thought to
be of importance in that regard: the group of Galilei transformations in one dimension,
i.e. the group of translations and boosts. More precisely, we will introduce two groups
describing such transformations: the one-dimensional isochronous Galilei group Gal as well
as its central extension CGal. These groups will then be applied to quantum reference frame
transformations in chapter 6.

In section 5.1 we argue for the importance of Galilei transformations in low-energy quantum
gravity applications. Section 5.2 then introduces the one-dimensional isochronous Galilei
group as well as its mass-m representations, describing how massive quantum particles
transform under Galilei transformations. We also discuss the action of those representa-
tions in phase space, making use of the Wigner distribution formalism. While physically
very important, the mass-m representations are projective, and one must consider the cen-
trally extended, one-dimensional isochronous Galilei group to turn them into non-projective
unitary representations, which we do in section 5.3. Section 5.4 then closes with the repre-
sentation theory of the centrally extended Galilei group.

5.1 Importance of Galilei Transformations

Quantum reference frame transformations can help us understand quantum gravity, for
instance by describing the perspective of a mass in superposition. This could help us un-
derstand potential superpositions of gravitational fields in the low-energy regime (hence the
relevant group is the Galilei group): assuming that the gravitational field of a mass becomes
classical in the reference frame of said mass, one could transform into the frame of a mass in
superposition, perform calculations there, transform back again and possibly gain valuable
insight about the gravitational field of the mass in the original frame where the mass is in
a superposition. This idea is illustrated in figure 5.1. Furthermore, we think that the frame
of such a mass should be an ¢mperfect one, because massive particles cannot be perfectly
localized in space, because they have to be also somewhat localized in momentum, which is
the case if the energy of the particle is limited (similar restrictions on measurements were
already remarked as early as [5]). Thus, we expect to be able to apply our framework of
reference frame transformations between imperfect reference frames.

In the context of gravity it is of course interesting to consider quantum reference frames
for a group G encoding spacetime symmetries: the Galilei group of classical relativity, the
Poincaré group of special relativity [1], or even the diffeomorphism group of general relativity
[2]. Treating the diffeomorphism group is sadly impossible with our framework, since it is not
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Figure 5.1: Left: A gravitating mass in spatial superposition, whose gravitational
field strength is measured by a well localized device (say a Cavendish-type exper-
imental setup). Without a theory of quantum gravity, we do not know the exact
form of the gravitational field of this mass, and we cannot predict what the device
measures. Right: When transforming into the frame of the mass, the gravita-
tional field may be assumed to become classical (light purple circles), allowing us
to predict the reading of the device. However, the device is no longer localized and
accordingly shows a mixture of readings. This thought experiment is again taken
up in the outlook, in chapter 7.

a finite-dimensional Lie group. Even discussing the Poincaré group would be too ambitious,
since one is forced to consider “mixtures” of space and time (as they commonly occur in
special relativity), which requires putting space and time somehow on equal footing. While
there are approaches to solve this issue (e.g. famously quantum field theory [51]), the problem
of time remains a largely open issue (see e.g. [52, 53]).

We will thus focus on the classical limit and consider the Galilei group here. For simplicity,
we will further consider only a single spatial dimension. Thanks to this, we will not have
to deal with rotations, whose quantum reference frames have been studied extensively (see
e.g. [19]), and wee can focus on translations and boosts exclusively. For a treatment of the
Galilei group in three dimensions, as well as its quantum-mechanical features, see [39].

5.2 Galilei Group

Abstractly, we can define the one-dimensional Galilei group as R x R equipped with vector
addition:

{ Definition 5.1: Galilei Group in One Dimension }

The one-dimensional isochronous Galilei group, or Galilei group for short, is defined
as [15]
Gal(1) R x R, (a’',v") - (a,v) := (@' +a,v' +v). (5.1)

We will abbreviate Gal := Gal(1).

Importantly for us, the Haar measure of the Galilei group is particularly simple:

Proposition 5.2: Haar Measure of Gal 1

Gal is unimodular with left and right Haar measure the Lebesgue measure on R

dg = d(a,v) := dadv. (5.2)

We derive this fact in appendix B.6. We always use this normalization of the Haar measure.
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Action on a Classical Particle. The physical significance of Gal is best understood by
considering the action on a classical particle with position and velocity degrees of freedom
(z,u), given by

(a,v) : (z,u) = (a+x,v+u). (5.3)

Gal thus acts on the particle through combinations of translations controlled by a, and
velocity changes, so-called boosts, controlled by v. It is readily seen that the particle can
be used as a perfect minimal reference frame for Gal provided that all particle states are
distinguishable.

Quantum Particle. More interesting for us is the group action on quantum particles, to
which we turn now. For an extensive treatment of a single quantum particle, see e.g. [30];
we recall here only its most important features. Later in section 6.1 we will see that a single
quantum particle cannot provide a perfect reference frame for Gal.

A quantum particle in one dimension is described by the Hilbert space L?(R). The degrees
of freedom z and u have become operators & and @ = p/m, where p is the momentum
operator and m is the mass of the particle. The canonical commutation relations hold:

[2,p] =1i-id (5.4)

or equivalently, [2, 4] = (i/m)-id. Without loss of generality we take elements ¢ € L2(R) to
be the position-space wave functions, such that the position and momentum operators act
as

0

@) (y) =yp(y),  B)) = —i@¢(y)- (5.5)

As for L?(G) we adopt bra-ket notation and often write states ¢ € L?(R) as [¢0). One can
form the improper position basis from eigenstates |x) of Z; we normalize them such that

(z]a') = 6(x — 2'), / dz |z)(z| = id. (5.6)
R
The improper function described by |x) is the -distribution in position-space centred on z,

and one can write (z[1)) = () for every ¢ € L?*(R).! Improper eigenstates |p) of p, i.e.
plp) = plp), form the improper momentum basis of plane waves. We chose the convention

L
(zlp) = —=e"", (5.7)

such that similarly to position eigenstates, we have
(plp') = 6(p — 1), /de Ip)(p| = id. (5.8)

The convention (5.7) also ensures that & and p are related by a unitary Fourier transform.
We will work in the Schréodinger picture and thus see particle states as time-dependent,
while observables are not.” Often we will however not care about time evolution at all and
consider physics on a single time slice by setting ¢ = 0.

Action on a Quantum Particle. Gal acts on the quantum particle through the so-called
mass-m representation [15]:

1§-distributions can also be understood through the method of chapter 2 applied to the Lie group (R, +).
2Except for potentially intrinsic time-dependence.
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[ Definition 5.3: Mass-m Representation of Gal W

( N

For m € R, the mass-m representation of Gal acting on L?(R) is given by

~

Upn(a,v) = exp (—i(ap + lecm))7 km := pt — ma. (5.9)

p and k,, are called the generators for translations and boosts respectively. We will
sometimes omit the subscript-m’s on the representation and the boost generator if
the mass is implicitly clear.

- J

Note that &, intrinsically depends on time; this time-dependence is required in order for
time evolution of the particle (the Schrodinger equation) to be invariant under the action of
Upm(a,v) [30].° Let us mention the most important features of this representation:

[ Proposition 5.4: Properties of the Mass Representations of Gal 1

( 1)

(a) The generators do not commute:
(B, km | = im - id. (5.10)

(b) The representation is unitary projective, and it holds that

N

U (a',0") Up(a,v) = exp (i%(av' - a’v)) Up(a' + a,v’ +v), (5.11)

(c) For m # m’/, the mass-m and mass-m’ representations are inequivalent, i.e.
there is no unltary operator V such that for all g€ @G, VU, (g )VT Upns

(d) The actions on position and momentum states are

m(a,v) |z) = ™ @E+a/24v/2) 10 g 4ot (5.12)
m(a,0) |p) = e7HOHIEE) | ) (5.13)

>

(e) If ¢(z) is the position-space wave function of a state, then U, (a, v) transforms
the wave function as

w(x) — w(x —a— ’Ut) eimv (wfa/27vt/2). (514)

If Y(p) is the momentum-space wave function, then Um(a7 v) acts as

D(p) = P(p —mu) e eI Emm/2) (5.15)

(f) For any 0 # |¢) € L?(R) we have the completeness relation

A~

BI)EW) = [ dgln(e) o)l Uhle) = 2= () 50 (516)

Gal

Thus, the mass-m representation U is irreducible, and every such [¢) can be
rescaled into a seed state for an embedding.
= J

The proof is presented in appendix A.12.

We see that momentum eigenstates are boosted into other momentum eigenstates. And

3 After the proof of proposition 5.4 below, we briefly touch on this subject in appendix A.12.
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because momentum eigenstates are orthogonal, we can use them to turn the particle into a
perfect reference frame for the subgroup of boosts in Gal. However, since momentum eigen-
states are up to a phase insensitive to translations, we cannot extend this perfect reference
frame to the full Galilei group (even when ignoring the fact that the representation is pro-
jective and hence does not fit definition 2.9). For similar reasons, position eigenstates can
be used to make our particle into a perfect reference frame for the subgroup of translations,
but they also fail to provide a perfect reference frame for the full group. We will make these
ideas precise in section 6.2.

Action in Phase Space. The action of the mass-m representation U,, can be illustrated
particularly nicely in phase space [30, 54-56]. Given a position space wave function ¢ of our
particle, one introduces the Wigner quasiprobability distribution [54]:

Wy (z,p) == %/Rdyw (z— Ly) ™ (z + 3y) €77, (5.17)

which is real and normalized:
/]R 4w dp Wiy (z,p) = (1) (5.18)

Wy is a quasiprobability distribution, since it can take on negative values on small areas
of phase space of the order of 27 [30].* The only non-negative Wigner distributions of
pure states are those of squeezed coherent states, in which case the Wigner distributions are
squeezed (i.e. not necessarily rotationally symmetric) Gaussian distributions [57]; see also
figure 5.2. We will use squeeze coherent states in section 6.3. Importantly, far from every
properly normalized function on phase space is a Wigner distribution [58]. The Wigner
distribution W, can equivalently be computed from the momentum-space wave function W

Wy (z,p) == %/Rdlmﬁ (p— 3k) 0" (p+ k) e k. (5.19)

That both ways of computing the Wigner distribution coincide is a consequence of the fact
that for two complex functions v, ¢ with Fourier transforms v and ¢,

/RdW(rf — Ly (@ + Jy) e = /de U(p — 1k)@*(k + 1k) ek, (5.20)

This can be shown with a straightforward computation.

Despite possibly negative parts, one may still think of Wy, as in some appropriate sense
describing the spread of 1 over phase space. This is further accentuated by the following
two results [30]: Firstly, if ¢ is another wave function, then

| (Wlg) |2 = 2 / A dp Wy (2, p) Wi 2, ). (5.21)

Secondly, if A is an operator, then one can construct its Wigner representation A(x,p) and
it holds that

(W] Ay = / dz dp Wy (z, p) Az, p). (5.22)

The Galilei transformation (a,v) acts on Wy, as a simple phase-space shift:

4With units restored, they are of order 27h = h.
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Figure 5.2: Several Wigner distributions. Left: The Wigner distribution of a co-
herent state with position zg and momentum pq is a Gaussian distribution centred
on (xo,po), and everywhere positive. Right: The Wigner distributions of position
and momentum eigenstates have support on vertical and horizontal lines in phase
space. Shown are the Wigner distributions for |z¢) (red) and |po) (blue). Since
overlaps of states can be computed from overlaps of Wigner distributions, and be-
cause the Galilei transformation (a,v) shifts the Wigner distribution by (a,v) in
phase space, we immediately see that position eigenstates make a perfect reference
frame for translations but a terrible one for boosts, while momentum eigenstates
do the opposite.

Proposition 5.5: Mass-m Representation in Phase Space 1

The Galilei transformation (a,v) at ¢ = 0 acts on the Wigner distribution W, of a
position-space wave function v as

Wy(z,p) ~ Wy(xz — a,p — mv). (5.23)

Proof. According to (5.14) and (5.17), the transformed Wigner distribution is
1 ) . .
27 / dz dpw (x —a— %y) w* (x —a+ %y) elmv(m—y/Q—a/Z)e—lmv(z+y/2—a/2)elpy
T JR

1 .
= ﬂ/dxdpw(ag—a—%y) W (Ji—a+%y) el(p_m”)y=W¢(x—a,p—mv). (5.24)
R
O

Finally, it will be useful to compute the Wigner distributions of position and momentum
eigenstates:

Example 5.6

The position eigenstate |zo), 2o € R, has the wave function 6(z — z), and hence,
using (5.17),

1 g 1
Wao (z,p) = =6(22 — 2x0)e'P2E=%0) = —§(z — zo). (5.25)
m 2T
The momentum eigenstate |pg), po € R, has the wave function e 7% /y/27, and thus
1 . . ) 1 q 1
- ipo(z—y/2) o —ipo(z+y/2) iy _ —_ iy(p—po) — _—_ _
Wp0_4ﬂ2/Rdyepox Y/2) g—ipo(z+y epy—27r/dyeyp Po _27r5(p o).

(5.26)
As expected, position and momentum eigenstates correspond to infinitely high “J-
ridges” in phase space, parallel to the p- and z-axis respectively. This is also shown
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in figure 5.2.

5.3 Centrally Extended Galilei Group

Because the representation (5.9) of Gal acting on L?(R) described above is projective rather
than linear, the simple tools of linear representation theory do not apply. But as we have
already argued in section 2.2, one can consider the central extension of our group to turn
projective representations into non-projective ones [36].

In our case it is possible to see Un as a non-projective representation of a larger group
CGal := CGal(1), the centrally extended Galilei group. Furthermore, one can even argue
that the physically natural group to consider is not Gal, but CGal: very roughly speaking,
a rigorous treatment of Bargmann superselection rules [59] for mass, i.e. the mechanism
required to prevent superpositions of different particle masses in non-relativistic quantum
mechanics, requires mass to become a dynamical quantity, which implies the centrally ex-
tended Galilei group as the relevant symmetry group [39].

The centrally extended Galilei group CGal is defined as [15]:

Definition 5.7: Centrally Extended Galilei Group in One Dimension }

The centrally extended, one-dimensional isochronous Galilei group, or centrally ex-
tended Galilei group for short, is defined as

r_
CGal = RZ’)’ (017 alvvl) : (0,(1,’0) = (01 +6+ u

5 ,a +a,v —H)) . (5.27)

To check that this is indeed a group, we must show the associativity of the group multiplica-
tion, the existence of an identity element, and the existence of an inverse for each element.
Associativity follows from (av’ —a'v) + (a/ + a)v” —a” (v +v) = (a'v" — V") + a(v' +0") —
v(a’' 4+ a’) and the associativity of addition. The identity is

e =(0,0,0), (5.28)

and the inverse of (6, a,v) is
0,a,v)"t = (=0, —a, —v). (5.29)
Compared to Gal, CGal now also contains “f-translations”. We will see that these are

required to make the mass-m representations non-projective. Note that CGal is not Abelian
thanks to the third term in the 8-part of the group multiplication.

Analogously to Gal, we show in appendix B.6 that:

Proposition 5.8: Haar Masure of CGal }

CGal is unimodular with left and right Haar measure the Lebesgue measure on R3:

dg =d(8,a,v) := dfdadv. (5.30)

We will always stick to this normalization of the Haar measure.
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Mass-m Representations Recovered. Let us now see why this larger group can capture
the irreducible mass-m representations of Gal as unitary (non-projective) representations:

Definition 5.9: Mass-m Representation of CGal l

( N

For m € R, the mass-m representation of CGal acting on L?(R) is defined as [15]
U (8, a,v) == e™U,,(a,v), (5.31)

where Um(a, v) is the projective representation of Gal encountered in definition 5.3.
Again, we sometimes omit the subscript-m if the mass is clear from the context.
A J

The action of Um(ﬂ,a,v) on different particle states and wave functions readily follows
from the action of U,,(a,v) derived in proposition 5.4. Also, Uy, (0,a,v) = Up,(a,v), and
so the mass-m representation of CGal clearly contains the mass-m representation of Gal.
The generators of translations and boosts are still p and l%m respectively; the generator of
f-translations is the mass operator m = m - id. In this sense, it is possible to see 0 as
“conjugate” to the mass m. More rigorously, a quantum system which is invariant under
f-translations must conserve the mass m. This is related to the way in which #-translations
naturally occur if one is studying superselection rules for mass m [39].

The irreducibility and inequivalence of the mass representations of Gal carry over to the
mass representations of CGal:

{ Proposition 5.10: Properties of the Mass Representations of CGal ]

( R

(a) The mass-m representation of CGal is unitary non-projective.
(b) The mass-m representation of CGal is irreducible.
(¢) For m # m’, the mass-m and mass-m’ representations of CGal are inequivalent.
(d) For any |[¢) € L%(R) it holds that
2 - 2m - 0(m A
| agtnto ) ol 0o = 20 iy )
CGal e
where _
5(m)o := 6(m)|m=o = ([pd0e™?)| _ = [pdo. (5.33)
Consequently, any such |¢) can be rescaled into a valid seed state for an em-
bedding.
= J

We provide the proof in appendix A.13.

Compact Central Extension. The central extension of Gal into CGal further increases
the group measure by an infinite factor [, df. As we see when comparing (5.32) to (5.16),
it makes the difference between a well-defined completeness relation in the case of Gal and
one in need of formally infinite normalization in case of CGal. To prevent this infinity,
one can alternatively extend Gal by a compact Abelian group, say U(1), instead of by the
non-compact Abelian group (R, +) [36].

The mass-m representations would then still be defined as in definition 5.9, except that 6
must now be understood modulo 27. For U,, to then be well-defined however, we need
m € Z. Extending by U(1) has the effect of removing an annoying formal infinity, but it
also forces us to quantize the mass. While interesting, we did not investigate this possibility
further and instead decided on the central extension described above.
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5.4 Representation Theory of the Centrally Extended
Galilei Group

We begin this section by noting that CGal is not compact, and one can thus not rely on the
well-understood representation theory of compact topological groups, which we briefly cover
in appendix B.7. Nevertheless, we will see that the representation theory of CGal bears
many resemblances to that of compact groups.

Decomposition of L2(G). Without considering the representation structure for now, it
holds that

L*(CGal) = L*(R*) = L*(R) ® L*(R) ® L*(R) = /@ dm L*(R) ® L*(R)*. (5.34)
R

This decomposition resembles the decomposition in the case of the Peter-Weyl theorem B.11,
with left and right subspaces taken to be L?(R). Importantly, the involved spaces are now
infinite-dimensional and the direct sum is continuous. (5.34) is of course also inspired by
the irreducible mass-m representations, indexed by m € R, which we described earlier.

The decomposition (5.34) in fact even holds representation-theoretically [15]:

Theorem 5.11: Representation Theory of CGal ]

The left-regular representation L of CGal acts on
52
L3(CCal) = / dm L*(R),, ® L2(R), (5.35)
R
(where we have added subscript-m labels on the copies of L?(R)) as
A~ @ A A,
i / dm O, @ i, (5.36)
R

where U,, is the mass-m representation of CGal from definition 5.9. Similarly, the
right-regular representation R of CGal acts as

@
o / dmid® U*, (5.37)
R
If {|m,i)}; is an orthonormal basis of L?(R),, and

D™ (g) := (m, j| Unm(g) |m, i) (5.38)

ij

are the matrix elements of the mass-m representation of CGal, then

l9) = | dm >_/Im D (g) Im. i ) ,
R 55

Im, ¢, ) == |mai>L2(R)m |m»j>L2(R);n . (5.39)

For a detailed proof, see the appendix of [15];” a similar result can be found in [39].

5Tt essentially proceeds by defining improper states (5.39) and then shows that they satisfy all properties
of §-distributions, i.e. normalization and transformation behaviour under the right-hand sides of (5.36) and
(5.37).
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Essentially, the mass m now takes on the role of charge in the case of compact groups, and
the left/right subspaces are now infinite-dimensional irreducible representations rather than
finite-dimensional ones as in the compact case. Also, the number |m| replaces the factor
dim H,/|G| in the compact case.

The decompositions (5.35), (5.36) and (5.37) show that within H = L?(CGal) one may find,
with infinite multiplicity, states which transform according to the mass-m representation
of definition 5.9 for any m when acted on by L. Since the decompositions are direct sums
and not tensor products, these subspaces are not subsystems. Thus, L?(CGal) cannot
immediately be seen as a collection of massive particles with different masses.” This is
similar to how in a multi-spin system one may find subspaces transforming under different
spin representations [30], but these different spin values do not correspond to the spins
composing the system. Rather, L?(CGal) can be interpreted as describing a pair of partzcles
with equal but variable masses, one particle susceptible only to L and the other only to RT

The Observers’s Own Frame as a Particle. In the framework of quantum reference
frame transformations considered in the previous chapters (essentially [15]), we required
reduced state of an observer’s own reference frame (i.e. the state they see of their own
frame) to be G-invariant. Using theorem 5.11 we can now understand this requirement
further.

By removing any degrees of freedom not invariant under i, we are forced to mixed states,
since the decomposition of L?(CGal) into irreducible representations does not contain the
trivial representation. This also shows again that a coherent perspective-neutral approach
(see section 3.5), which intrinsically needs a trivial representation subspace, requires a much
larger Hilbert space than L?(CGal).

Removing those degrees of freedom roughly speaking leaves us, with a single variable-mass
particle; this particle is what a perfect observer sees as their own reference frame. More
precisely, removing those degrees of freedom and then fixing the mass to a specific value
leaves us with a particle of that mass. This is related to the extra particle of [15].

61t is however possible to decompose any collection of massive particles, i.e. a tensor product of mass-m
representations into a direct sum of mass-m representations [41].

7One can “ignore” either of the particles by essentially removing the left or right factors in L2(CGal),
thereby obtaining a new representation space describing a single variable-mass particle; this space is consid-
ered in [39].
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6. Quantum Particles as Reference
Frames for the (zalilei Group

Here we finally apply our framework to quantum particles giving rise to reference frames of
the Galilei group. In section 6.1 we overcome the problem of the mass-m representations
(5.9) being projective and thus not directly suited for a reference frame, by switching to
the centrally extended Galilei group; we will also see that quantum particles always yield
imperfect frames for Galilei transformations. Section 6.2 then considers the interesting case
where a single quantum particle can be used as a perfect reference frame for any one-
parameter subgroup of the Galilei group, and two together can theoretically yield even a
perfect frame for the whole group; we compare this to the case of a compact group, where
a system consisting of two irreducible representations does not have such power. We will
however also show that these constructions with quantum particles are unphysical, requiring
infinite energy. In section 6.3 we heuristically argue that squeezed coherent states are a good
choice for classical states, by employing weighted badness measures (recall section 2.5) and
entanglement entropy (recall section 4.5), as well as the fact that these states minimize the
Heisenberg uncertainty relation. Finally, we apply our formalism in section 6.4 to take the
view of an imperfect reference frame in a squeezed coherent state, clearly illustrating the
“fuzzy view” which we encountered in section 4.5.

6.1 Quantum Particle (Galilei Frames are Imperfect

We have seen in section 5.2 that the position or momentum states of a quantum particle
cannot provide a perfect reference frame for Gal (even when ignoring the requirement of non-
projective representations), because their orbit under Gal was not an orthogonal set. We will
show here how quantum particles can be used as reference frames for Galilei transformations
and that such a reference frame will always be imperfect.

Quantum Particles as Reference Frames for Gal. Let us first sort out the technicality
of requiring non-projective representations in definitions 2.9 and 2.17 of perfect and imperfect
quantum reference frames. Mass-m representations of Gal are projective (recall proposition
5.4), and hence can neither be used as perfect nor imperfect reference frames for Gal.

We solve this issue by taking instead G = CGal, where the mass-m representations are
non-projective (recall proposition 5.10). Now any mass-m representation clearly yields an
imperfect reference frame, because states change only by a phase under #-translations, and
classical states are thus not pairwise orthogonal.

One can however also consider whether a given set of classical states for CGal can distinguish
between the different Gal-transformations, i.e. ignoring the 6-part of the transformation.
More precisely, we call a reference frame for CGal a perfect quantum reference frame for

66



Gal, if the classical states satisfy
(Torar v |Lo,a0) x 6(a—a")d(v—"). (6.1)

Otherwise, we call the reference frame an imperfect quantum reference frame for Gal. We
will show that the mass-m representations of CGal always give rise to imperfect quantum
reference frames for Gal.

Quantum Particles Make Imperfect Frames. With the exact notion of how a mass-m
particle can be thought of as a reference frame for Gal in place, we can now show:

[ Proposition 6.1 }

Let |¢) be any state of a quantum particle of mass m, and take it as classical reference
frame state for CGal. Then the resulting reference frame will be imperfect for Gal,
i.e. (6.1) is not satisfied.

Proof. For the resulting frame to be perfect, we require

(W U(av) [¢) =0, V(a,v) # (0,0). (6.2)

This amounts to (6.1), since f-translations act only as an additional phase. Assume towards
contradiction that (6.2) holds. Writing [¢) = [dp+(p) |p) in the momentum representation,
using (5.15) from proposition 5.4, and specializing to ¢t = 0, to find that for 6 =0 and a =0
we must have

0= / dpdy’ (p)*p(p + vm). (6.3)

Since this must be the case for all v # 0, taking v # 0 arbitrarily close to 0 shows that
the supports of ¥ (p) and ¥ (p + mv) must be disjoint; this is only possible for all v # 0 if
Y(p) < 6(p — po) for some py € R. Thus, |1)) x |pp) must be a momentum eigenstate. But
then (1| U (a,0) |v) # 0 for a # 0, since translations only change momentum eigenstates by
a phase, see (5.13). O

6.2 One-Parameter Subgroups; Pairs of Particles as Per-
fect Frames

While a single quantum particle cannot make a perfect reference frame for Gal, it can still
be used as a perfect reference frame for either boosts or translations. We consider these
cases more closely here and show that a quantum particle can even make a perfect reference
frame for any one-parameter subgroup of Gal.

We then turn to the fact that two quantum particles can make a perfect reference frame
for Gal. This for instance works if one particle is a perfect frame for boosts while the other
is a perfect frame for translations. Most generally, it is possible with the particles being
perfect frames for any two one-parameter subgroups. We will however discover that such
constructions are unphysical, requiring infinite energy. Finally, we compare the situation to
the well-known case of a compact group.
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A Perfect Reference Frame for Boosts. Let us consider the example of momentum
eigenstates as a perfect reference for boosts:

Example 6.2

Consider a quantum particle of mass m defining a reference frame for CGal with
momentum eigenstates as classical reference frame states:

ITo0,0) ==1po),  po€R, (6.4)
To,0,0) = Um(aa a,v) |To0,0) = eimf—ia(po+mv/2) |po + mv) .

We wish to study the effect of jumping into this reference frame on the observed
system S (according to proposition 3.17 one may equivalently consider transforming
into this frame from another frame, but jumping is simpler).

So in the external view, let [¢)) = [; 9 (p) |p) be an imperfect reference frame state
and ¢ a system states. Using the completeness relation (5.32) from proposition 5.10
we see that the embedding requires the infinite normalization

21 - 6(m
7= % {T'0,0,0T0,0,0) » (6.6)

making E a formal embedding.

Take |¢)(¥| 1 ® s as initial state, and using (4.24), jump into the frame of A (we do
not need to specify a state on B for this):

Peim = <¢|¢>/ d0dadv |E(6, a, ) Us(0,a,v) s UL(60,a,0),  (6.7)
CGal

where ) )
‘ (To,a,0|9) | - ‘¢(p0 + mv)‘

rwly)  r Q)

We see that boosts are properly selected according to the momentum-space wave
function v (p) of the imperfect reference frame state |1): if ¥(p) is peaked around
a momentum pr € R, then the mixture of boosts will be peaked around the boost
velocity v = (pr — po)/m. Thus, po essentially determines which momentum of the
reference frame state should result in the identity boost.

|E(9,a,0)* =

(6.8)

Boost are not the only transformations acting on S: a mixture of all translations
and f-translations acts too. These are however completely unselected, and each
of them acts equally. This leads to a state which has been completely mixed by
translations and f-translations. While in physical situations #-translations often act
only as phases, thus not actually changing ¢g, the same is not true for translations.
Unless ¢g is translation-invariant, the unselected translations acting on S will mix
up the state to some degree and destroy information contained in it. This highlights
the fact that momentum eigenstates are completely useless at providing a reference
frame for translations, and thus jumping into such a frame is bound to cause noise.

Overall the jump is of course still unitary: Some amount of information must have
been transferred into the reference frame state itself in case of a non-translation-
invariant ¢g. As we have remarked in theorem 4.11 only a part of that information
is accessible, while the rest is inaccessible, being stored in the exclusively perfect
degrees of freedom of the frame.
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A Perfect Reference Frame for any Given One-Parameter Subgroup. Since 6-
translations act almost trivially on single quantum particles, we directly focus on the one-
parameter subgroups of Gal and not on those of CGal. The one-parameter subgroups of
Gal are easily seen (recall (5.1)) to be the straight lines through the origin of Gal = R?, and
can thus be indexed by an angle a € R/7Z (note how rotating a line through the origin by
7 gives again the same line). Explicitly, they are the subgroups

Go = {(scosa, ssina) € Gal : s € R}, a € R/7Z (6.9)

with the group action obtained through restriction, and the parameter being s. We consider
one such G, and denote a general group element in G, by

Ja(8) = (scosq, ssina) € G,. (6.10)
The group action of G, on L%*(R) is then (see (5.9))
U(ga(s)) := exp(—ishm.a), B i= €OS P+ sin a kyy, (6.11)

The generators ﬁm@ of one-parameter subgroups G, are unitarily related:

Proposition 6.3: One Parameter Subgroup Generators

The generators ﬁma are related among each other through the one-parameter family

el“N o € R, of unitary operators:

N o ge N =f 5. Va,BER, (6.12)

where one defines the “number” and ladder operators

Q 1 ~
N:=a'a, a&:=—=(-kn+ip), &=

Ner (—kpm — ip). (6.13)

- J

This is shown in appendix A.14. Note that for ¢ = 0, the number and ladder operators
become the usual number and ladder operators known from the quantum harmonic oscillator
[30] of frequency 1, in particular then G = (m4 + ip)/v/2m; hence the names given to a, a'
and N. This analogy with the harmonic oscillator gives us an intuition for why proposition
6.3 is true: Time evolution of a quantum harmonic oscillator is up to a phase given by the
inverse of the one-parameter family of operators defined in the proposition, with ¢ = 0. Now
classically, the time evolution of a harmonic oscillator follows a circle (or ellipse depending
on the choice of units) around the origin of phase space. Quantum-mechanically, this is still
the case in some sense: when applying the time evolution to & (or p), the result is a circle
(ellipse) in the plane of operators spanned by & and p. This is essentially the mechanism
behind proposition 6.3. We chose the inverse family, since for us the opposite sense of
rotation in phase space is more practical.

Using proposition 6.3, we can construct a set of classical states forming a perfect reference
frame for any one-parameter subgroup G, C Gal: Begin with the set of position eigenstates,
which form a perfect reference frame for translations, i.e. for the subgroup Gy generated by
hmo = p. Apply then el“N to this set, producing a new set {|Za) tzer = {e‘aN |z) }rer.
These form a perfect reference frame for G, because

U(ga(s)) [2a) = exp (—ise N peioN)eloN |z) = N exp (—isp) |z)

= eloN |z +3s) =|(x+ 8)a), (6.14)

(recall (5.12)) and (x4|zl,) = (z|2’) = §(xz — 2’) thanks to unitarity of N By a similar
argument we find that the set {|z,)},cr is useless as a reference frame for the subgroup
Ga+ﬂ'/2-
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To get a more general understanding of the reference frame states {|xq)}zer for Go, we

consider the action of ¢!*Y on phase space:

[ Proposition 6.4 }

Let |tpg) be any particle state with Wigner distribution W,,. Then |¢,) := eiel [10)
has the Wigner distribution

Wy, (z,p) = Wy, (.13 cosa + L sin a,pcosa — ma sin a) . (6.15)
m

We prove this in appendix A.15. Essentially, e’ “flows” the Wigner function anticlockwise
in phase space (from positive  to positive p) along concentric ellipses with axes parallel to the
x- and p-axes and a relative scaling of m. If we replace the p-axis by a velocity axis (i.e. scale
it by 1/m), then the ellipses become concentric circles; see figure 6.1. This is unsurprisingly
very similar to the effect of time evolution of the quantum harmonic oscillator, except that
the flow is reversed there; the quantum harmonic oscillator is remarkable in that its time
evolution in phase space matches the classical Liouville flow [30, 55]. Thus, we find that the
set {zq}rer are “O-ridges” in position-velocity space which are rotated by « anticlockwise
from the velocity axis; this is also shown in figure 6.1. In phase space, they are additionally
stretched by m in p-direction and thus meet the p-axis at a different angle than . We will
later see in section 6.4 that these states can be seen as infinitely squeezed coherent states.
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Figure 6.1: The operator ¢!®" has the effect of rotating a Wigner distribution
around the origin of position-velocity space. Shown are the Wigner distributions
of two states |z,) and |z,,). They are rotated versions of position eigenstates and
part of a perfect reference frame for G, whose transformations shift position-
velocity space parallel to the green line. The Wigner distributions of |z,) and |z/,)
are completely invariant under transformations in G4 /2, which shift position-
velocity space parallel to the blue line.

Perfect Gal Frames from Particle Pairs. While one quantum particle cannot make a
perfect reference frame for Gal, it can make a perfect frame for any one-parameter subgroup
G,. If this is done, then the particle cannot be used at all to distinguish transformations in
the “orthogonal” subgroup G4 /2, as its Wigner distribution is invariant under the action
of Ga+ﬂ/2.

However, adding another particle as a perfect reference frame for G/, where o’ # «, over-
comes this problem: together, the particles make a perfect quantum reference frame for Gal.
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For example, we may take one particle prepared in a momentum eigenstate as a reference
frame for boosts (G /2) and the other prepared in a position eigenstate as a reference frame
for translations (Gg). Abstractly, this is possible thanks to L?(Gal) = L?(R) @ L*(R).

This approach to perfect reference frames for Gal is not without its problems however:
a particle which is a perfect reference frame for a subgroup other than G/, will have
a Wigner distribution whose support is unbounded along the p-axis. This means that the
kinetic energy p2/2m of such a particle is bound to be infinite, a well-known fact for position
eigenstates (a perfect reference frame for Gy). Such two-particle, perfect quantum reference
frames for Gal are theoretically admissible, but physically impossible.

Comparison to the Compact Case. Even the very fact that a perfect frame can the-
oretically be obtained using only two particles is interesting, since for a compact group G,
taking the tensor product of two irreducible representations does not yield a perfect frame.
In fact, one can show that a sure way of improving a quantum reference frame for G is to
add more irreducible representations in order to “fill out” more of L?(G) [19].

Does “filling out” L?(CGal) also provide better reference frames? For this we note that con-
sidering two particles L?(R)® L?(R) as a reference frame for Gal actually already goes a long
way in “filling out” L?(CGal), since our irreducible representations are infinite-dimensional,
and L?(CGal) & L?(R) ® L?(R) ® L*(R). The effects of “filling out” L?(G) are thus not too
different between here and the compact case.

What is however different is the size of irreducible representations. In the compact case,
they are finite-dimensional (see appendix B.7) and thus taking a pair of e.g. spins provides
a reference frame of SU(2) which is far from perfect, simply because those spins do not fill
out L2(SU(2)) much. In our case, the irreducible representations are infinite-dimensional
and thus two of them happen to already yield very good results, at least in principle.

To summarize, the difference between the compact case and the case of Galilei transfor-
mations is the dimension of irreducible representations. The infinite-dimensional irreducible
representations of CGal provide much (infinitely) more resources than the finite-dimensional
ones in the compact case.

6.3 Choosing Classical States for Single-Particle Frames

Let us return to frames built from a single quantum particle after having briefly considered
the intricacies of perfect frames built from two particles. The main goal of this section will be
to determine good choices of classical states |I'y). We will do this heuristically by taking into
account weighted badness measures as well as other criteria specifically relevant for quantum
particles. This way we will argue that coherent or more generally squeezed coherent states
are good choices for the classical states of imperfect quantum reference frames for the Galilei

group.

Weighted Badness Measures. Recall from section 2.5 that the weight Q(g) > 0 of a
weighted badness measure must be a class function, that is, it must be constant on conjugacy
classes of our group.

Since Gal is Abelian, € : Gal — R>( is simply a function on the group with no further
restriction. The centrally extended Galilei group CGal is however not Abelian. To find its
conjugacy classes, we compute using (5.27) and (5.29):

@, 0" (0,a,0) - (0,d/,v') = (0 + a'v —av’,a,v). (6.16)
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By varying a’ and v' we see that the conjugacy class of (0, a,v) is {(p,a,v) : ¢ € R}. This
means that for Q to be a class function, it cannot depend on #, but may arbitrarily depend
on a and v: Q(6,a,v) = Q(a,v).

Furthermore, since §-translations only provide a phase on states in Hz (see (5.31)), which
disappears due to the absolute value taken in the integrand of the badness measure, the in-
tegration [ df yields simply an unimportant multiplicative constant. Any weighted badness
measure for CGal-frames therefore essentially reduces to a weighted badness measure for
Gal-frames:

B(C,Q) := dgQ(g) | (Te| Um(g) ITe) |*. (6.17)

w7 .
[(Telle) I? Jaal
Before arguing for the best classical states, let us see weighted badness measures in action
with a simple example:

Example 6.5

Take G, to be the one-parameter subgroup of Gal, generated by cosa p + sin « .
as described in the previous section. If we are only interested in transformations
pertaining to G, then a good reference frame must only perform well for those
transformations. That is, the weight should be of the form

Q(a,v) = d(cosav — sinaa) Qa,v), (6.18)

becoming zero outside G. For instance, if « = 0, G is the subgroup of translations,
and Q(a,v) x §(v).

Even more specifically, let us take
Q(a,v) = d(cosav —sinaa) = 4(s), (6.19)

where s is the parameter of G. Then,

B, = oy [ 45 Tl D) 0o (6.20)

The integral will always contain a contribution of 1 at s = 0, irrespective of |I'.). B
is thus minimal if the overlap is zero for all s # 0; we would even have B = 0, since
the integral is non-zero and also finite only on a set of measure zero. The overlap is
zero for s # 0 if |T'.) generates a set of pairwise orthogonal classical states under the
action of G,. Minimizing badness with a weight restricting to G,, thus leads us to
consider perfect reference frames of G, as expected.

We could now choose a specific weight 2, and solve for the best wave function I, for instance
using variational calculus. Unfortunately, the expression quickly become complicated and
issues with integration order arise. Furthermore, choosing a weight is much too specific,
since we typically have a rough idea what comprises a “good” or “bad” reference frame in a
given situation, but this usually will not be enough to set the precise shape of {2 completely.

It would be better to consider a large family of weights Q2 and then to perhaps find suitable
seed states more informally and heuristically if needed. Let us do this.

For weights, we will consider at first only rotationally symmetric weights, with a minimum
at the identity and monotonously increasing from there. This kind of weight emphasizes
large transformations over small ones. This often makes sense physically, since small changes
are harder to detect.
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Positive Wigner Functions. To assess the badness (6.17) of a reference frame generated
from |T'.) heuristically, it makes sense to consider its Wigner distribution Wr_. Let us assume
that (T'c|T.) = 1. Using proposition 5.5 and (5.21), the overlap in the integrand of B is

F(a,v) == | (.| Ula,v)|Te) |2 = 277/ de dpWr_(z,p)Wr,_ (x — a,p — mv). (6.21)
R

Note that this is always positive and

/RdadvF(a,v) = 2% (/R WFe(UC,p)>2 = 21 (6.22)

m

In order to minimize (6.17), we thus want F'(a,v) to be as strongly peaked around (a,v) =
(0,0) as possible. However, Wigner functions cannot be too strongly peaked (in both positive
and negative direction) [30], and so the same is true for F, being a kind of convolution (more
precisely, a correlation) of Wr_ with itself.

The fact that peaks in Wr_ are not arbitrarily thin combined with the normalization (5.18)
of Wr,_ implies that any negative part of Wr, “widens” the overall Wigner distribution,
since the negative part has to be compensated elsewhere, and neither negative nor positive
parts can be too sharp. This further implies that F' is widened. If Wt is everywhere non-
negative, then no compensation is needed and the Wigner distribution, as well as F' can be
more strongly peaked.

This heuristic argument leads us to consider only everywhere non-negative Wigner distri-
butions. As we have already mentioned in section 5.2, the pure states corresponding to
such distributions are precisely the squeezed coherent states; their Wigner distributions are
squeezed Gaussians [57]." We will describe squeezed coherent states in more detail in the
next section.

Our (2 is rotationally symmetric, so we should further only consider rotationally symmetric
squeezed coherent states, which are precisely the coherent states known as the “most classical
states” of the quantum harmonic oscillator [30]. If we allow asymmetric 2 as in figure 2.2,
then we consider all squeezed coherent states. But as we will see, squeezed coherent states
are described by only few parameters, so solving for the best state is easy in practice.

Differential Entropy. A strongly peaked Wigner distributions Wr, is also bound to
produce a low differential entropy H(|E|?) (recall section 4.5) when jumping into a frame
which is prepared in a classical state |I'y): for then |E(g)|? o | (Te|Ty) |*> = F(g), and strongly
peaked probability distributions have low entropy, as they are almost deterministic.

Minimal Uncertainty. Yet another reason to like squeezed coherent states is that they
minimize the Heisenberg uncertainty relation between the observables corresponding to the
major axes of the Wigner distribution in phase space (see next section for details). For a
squeezed coherent state |¢) aligned with £ and p (what we will call z-p-squeezed coherent),
one for instance has (AAx2),¢, . <AAp2>w = 1/4, i.e. the uncertainty relation between position
and momentum is saturated; we will discuss this further in the next section. Non-squeezed
coherent states are rotationally symmetric in phase space and saturate thus all such uncer-
tainty relations. For this reason, non-squeezed coherent states are often thought of as the
“most classical states” a particle can be in [30].

IWe will tke the squeezed coherent states to also include the special case of no squeezing, the coherent
states. Coherent states have Wigner distributions which are rotationally symmetric Gaussians.
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6.4 Quantum Particles in Squeezed Coherent States
as Imperfect Frames

We argued in the last section that squeezed coherent states are a good choice for the classical
states of an imperfect reference frame for the Galilei group built from a single quantum
particle. In this section we will thus first introduce squeezed coherent states in more detail,
then take them as classical states, and finally describe the jump into such a reference frame.
Some technical details for this section have been moved to appendix B.8.

General Squeezed Coherent States. The non-negative Wigner distributions of pure
states are generally rotated and potentially squeezed Gaussian distributions in phase space:

1
W oo (1) = —exp [— (x —z0,p—po) - X - (& —z0,p— po)T} (6.23)

where ¥ is a positive semi-definite matrix with det ¥ = 1/4 [57]. x,po € R determine the
position of the peak of W>

Zo,Po0 "

The principal axes of ¥ dictate the orientation of WEO po in phase space. If they are the

z- and p-axis, then we say that WE{WD is an x-p-squeezed coherent state. It is enough to
understand z-p-squeezed coherent states, since all others are simply rotated versions of those

(recall the operator e of proposition 6.4).

x-p-Squeezed Coherent States. The z-p-squeezed coherent states have position-space
wave functions of the form [30]

ro.p0 () 1=

1 x —x0)?
exp —%—!—ipoz . (6.24)

wy/m 2w

Here, again xg,py € R labels the position of the peak in phase space, and w > 0 is the

so-called squeezing parameter. The corresponding momentum-space wave function is

w wip—po)? . .
0.0 (P) = ‘/ﬁ exp (_(]92170) — izop + 1xopo) : (6.25)

The meaning of the parameters stems from expectation values:

Proposition 6.6 1

(@)ys, o =0,  (Plyg, . =Po, (6.26)
2
w S CF 2 _ L
(Az >¢;JO,,,0 =9 (Ap >w;0,,,0 T 92 (6.27)
Here, . . . . .
(AA%)y = (A= (A)y)*)y = (A%)y — (A)}, (6.28)

is the variance of the observable A evaluated for the state 1. The computations needed to
arrive at the above proposition are quite straightforward and involve at most a Gaussian
integral, so we leave them out.

Thus, w? is the full width of the state in position-space, while the full width in momentum-
space is 1/w?. w > 1 signifies that the state has been squeezed to become wider in position-
space but thinner in momentum-space; for w < 1 the opposite occurs; for w = 0 there is no
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squeezing and the state is rotationally symmetric in phase space. Note that

~ 1

(Ka?)pe (8PP = 7 (6.29)

saturates the Heisenberg uncertainty relation

(Az?)y - (Ap?)y > (6.30)

A~

which holds for any state |1)) of our particle [30]. Conversely, the z-p-squeezed coherent
states are the only states with this property; see appendix B.8.

Allowing for non-normalizable states, we find that position and momentum eigenstates can
be seen as extreme cases of squeezed coherent states, with w — 0 and w — oo respectively:

i
po (P) 0 O

0

oo (T) X ), (6.31)

) (6.32)

Note that pg becomes superfluous in case of a position eigenstate and has hence been omitted
as label for the wave function; an intuitive way to see this is that (Az?) — 0 implies

xg
Po
<Ap2> — oo, rendering the notion of a momentum expectation value meaningless. For the

same reason xg becomes superfluous for momentum eigenstates.

Overlaps. For later it will be useful to compute the overlap of two squeezed coherent
states:

{ Proposition 6.7 }

( 1

( o ey = 2ww’/2 ox {_ (o — )% + (ww')2(po — pp)? +ip|, (6.33)

! /
xy,pf | ¥xo,po w2 +w 2(w? + w’?)

(Po — pp) - (0w + zw?)
w? +OJ/2 :
- J

This follows from a tedious but straightforward application of Gaussian integrals. Overlaps
of squeezed coherent states are exponentially damped with distance between their centres.
The combined squeezing (ww’)? enters by giving more weight to either of the two axes.

Galilei Transformations of Squeezed Coherent States. Squeezed coherent states
transform particularly nicely under the mass-m representation of the Galilei group. Namely,
they remain squeezed coherent, keep their squeezing w, but get shifted in phase space as
(z0,p0) = (zo + a + vt,pg + mv), all of which is an immediate consequence of proposition
5.5. In terms of states, we have

{ Proposition 6.8 }

U(a7 v> ‘w:o,po> = ei¢ ‘w:o+a+vt,p+mv> ’ (6‘34)

¢ = —(po + mv/2)(a + vt).

This follows from (5.14) and (6.24).
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Squeezed Coherent Reference Frame states. Let us use squeezed coherent states as
classical states in an imperfect reference frame R embedded into a perfect frame R. For
concreteness, let us illustrate the “fuzzy view” (recall section 4.5) one sees when jumping or
transforming into an imperfect frame. For simplicity, we will take ¢t = 0.

So let us assume that
ITe) := |7/’(L3),0> (6.35)

is some squeezed coherent state with squeezing parameter w, and which we sensibly centred
on the origin of phase space (transforming to a frame in this state then results in a mixture of
transformations on S, centred around the identity). Let us further assume that the reference
frame is also in a squeezed coherent state, centred on (z, mu) and squeezed by w':

)2 1= [V ) (6.36)

Finally, take any state s on S and an unimportant state on B.

Jumping (or transforming) into R and obtaining pg g, we find a mixture of transformations
Ul«(a, v) acting on S:

a0 . )
Bsj jﬁ% /R dadv |B(a, o) Ul(a, v) s Us(a, v), (6.37)

where transformations are selected according to

2 1 w’ 2 1 w w’ 2
|E(a,v)\ = ; ’<FG7U ¢x,mu>’ = ; ‘<¢a,mv 77[}3c,mu>
2ww’ (x —a)? + (ww')?m?(u — v)?
= 77"((02 ) exp [— o (6.38)

(recall section 4.5, and use (6.33) as well as (6.34) from the last two propositions). The
mixture of transformations is selected according to a Gaussian: pg|r contains the original
system state g, Galilei-transformed by (z,u) as most prominent contribution, with other
contributions exponentially damped as the transformations depart from (z,u). The relative
damping strength along the position and velocity axes is controlled by the combined mass
and squeezing term m?(ww’)?; that the mass has an effect on squeezing is due to a and
v having different units. The fact that |E(a,v)|? has a spread at all illustrates nicely the
“fuzziness” of the view in an imperfect reference frame discussed in 4.5. This is shown in
figure 6.2.

Note that the integral fR df cancels the infinity in r, see (6.6), and the remaining prefactor
is finite, up to the normalization of the state on B. Thus, we obtain a physical result despite
the infinite factor r required for the centrally extended Galilei group. Also, we could leave
out § as an argument to |E|?, since f-translations provide only a phase to E and thus do
not change |E|?.

The Classical Limit. The Heisenberg uncertainty relation (6.30) dictates the spread of
squeezed coherent states; it is the reason why our frames our imperfect. But note how it is an
uncertainty relation between position = and momentum p, while the task of distinguishing
Galilei transformations is concerned with position and wvelocity w = p/m. The relevant
uncertainty relation is thus
o C 2

(Az?) - (Au®) > ek
This bound can be made arbitrarily small by increasing the mass m. We can see this in
action in expression (6.38): If we increase m, the peak in |E(a,v)|? becomes narrower in the
v-direction; we can trade this narrowness with the a-direction by adapting the squeezing w,

(6.39)
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Figure 6.2: Jumping (or transforming) into an imperfect reference frame for the
Galilei group. Here, squeezed coherent states with some fixed squeezing have been
chosen as classical states, and before the jump the reference frame is prepared
in a squeezed coherent state centred on (x,u). After the jump, the system ap-
pears transformed by a mixture of Galilei-transformations (a,v), selected accord-
ing to |E(a,v)®. |E(a,v)|? is a squeezed Gaussian centred on (z,u), the Galilei-
transformation expected in the case of a perfect frame.

to get an overall narrower peak in |E(a,v)|?. Thus, heavy quantum particles make for better
Galilei reference frames. In the limit m — oo, and with arbitrarily strong squeezing our

imperfect frames become perfect.

The limit m — oo can be seen as a classical limit: think for instance of earth as a reference
frame with a huge mass. Classically, we thus expect perfect reference frames for velocity,
which makes sense intuitively, since an infinite mass feels no recoil. According to (6.39) we
can take (Az2) = O(1/m) and (Au2) = O(1/m) in the limit m — 0o to get a perfect frame
for position and velocity; this introduces an arbitrarily high squeezing, leading to an infinite
(Ap?), and fluctuations in kinetic energy:

(AT?) = m*(a)?(Au?) = O(m). (6.40)

Interestingly, the kinetic energy fluctuates as O(y/m), which is much smaller than the actual
kinetic energy at O(m). In this sense, the infinite squeezing is even compatible with the
above notion of a classical limit.

Note that in a fully classical theory we would expect a perfect frame for any finite m (recall
the classical example in section 5.2); there should be no uncertainties at all in position and
velocity. This is only possible if the uncertainty relation (6.39) or equivalently (6.30) is
completely removed, i.e. if A — 0 (which we had set to 1).

Reference Frame in a Cat State. To close this section, let us consider |T'p) = ‘w370>
similar to before, but take the cat state

)5 = [Vor mun) + Y2z mus) (6.41)

as a reference frame state. A cat state is a simple model for a mass in spatial superposi-
tion, and thus an interesting case for low-energy quantum gravity applications. To prevent
unwieldy expressions, we set the squeezing to 1 for all states; this does not change the main
features of the result much.
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Jumping or transforming into this frame yields

|E(a,v)|* =
b (L@ et m e =] (22— a)? + mP(up — v)?
2r<w|¢>< 3 ; <o : |
+ 2exp [— (z1 = a)® +m*(ug —v)* ;ll- (vg —a)? + m?(ug — 11)2} .

Again, this is a tedious but straightforward computation. We observe two distinguished
Gaussian peaks around (z1,u;) and (x2,us), as well as an oscillating interference term. In
a perfect setting, we should only expect two infinitely narrow peaks at (x1,u1) and (z2, uq).
The width of the actually observed peaks is thus a consequence of the imperfection in our
frame; it nicely illustrates the “fuzziness” described in section 4.5. The interference term is
a consequence of classical reference frame states overlapping and thus also a manifestation
of “fuzziness”, albeit a less intuitive one. In fact, this term contributes almost nothing to
the final expression: If the two peaks are remote, then the interference term is exponentially
suppressed, since (a,v) is always far away from at least one of either point (21, u;) or (22, u2);
if the two peaks are close, then the cosine is close to one wherever the interference term is
not strongly suppressed, and so the interference term merges into the single peak. When
the two peaks coincide, then one recovers (6.38) of course. Figure 6.3 shows |E(a,v)|? for
the transformation into a cat state reference frame.

|E(a, v)|? |E(a, v)|?

Figure 6.3: |E(a,v)|? resulting from jumping (or transforming) into a superposition
of two squeezed coherent states, with no squeezing and m = 1 for simplicity; the
classical states are non-squeezed coherent states. Left: If the two states in the cat
superposition are not too close, then the result is two roughly Gaussian peaks. Each
corresponds to one term in the superposition, and their spread leads to “fuzziness”
as in figure 6.2. In a perfect frame, one would expect two perfectly sharp peaks.
Right: If the two states in the cat superposition are close to each other, the two
peaks begin to merge, and the interference term starts to show.
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7. Conclusion and Outlook

We have introduced the framework [15] of quantum reference frame transformations in a
new way, from an “observer-first” perspective. Notably, we could derive the existence of
the observer-independent external view, only by assuming that the framework should be
able to handle the act of “forgetting” an observer. We have worked with the assumption
that quantum states containing no absolute degrees of freedom have to commute with the
representation of our symmetry group, leading to a non-coherent framework of quantum
reference frame transformations. This makes our framework compatible with the rich infor-
mation theory of quantum reference frames (see e.g. [19]). It also distinguishes it from the
perspective-neutral approach (e.g. [13]), which is in a sense less general since it relies on a
coherent notion of invariant states.

We then extended the framework to include the possibility to reversibly transform between
imperfect quantum reference frames. This was achieved by embedding imperfect reference
frames into perfect ones. We saw that the additional resources of perfect reference frames
is really necessary to ensure the unitarity of transformations, even if those resources cannot
be accessed by observers. This is not surprising, since Alice might not have access to all
information required to reconstruct Bob’s point of view, if her reference frame is imperfect.
Applying our extended framework, we identify a hallmark of imperfect reference frames:
transforming into one produces a “fuzzy view” of physics, with a mixture of transformations,
in an appropriate sense centred around the transformations expected from a perfect frame,
having acted on the observed system.

Finally, we applied the extended framework to imperfect reference frames of the Galilei
group in one dimension, illustrating the “fuzzy view”. This provides a possible explanation
of what the point of view of a massive quantum particle might look like.

We have thus achieved our goal stated in the introduction: we constructed a framework to
handle reversible quantum reference frame transformations between imperfect frames, based
on a non-coherent approach. With the ability to model the point of view of massive quantum
particles, future applications in low-energy quantum gravity are imaginable: Being able to
transform into the frame of a gravitating mass in superposition may help us understand its
gravitational field, since in the frame of the mass, one could argue that the field be classical.
A very crude thought experiment in this avenue could be a continuation of the idea we
showed in figure 5.1:

Consider a Cavendish-type apparatus able to measure the gravitational force exerted by a
mass to great precision. Assume that in one frame this mass is in spatial superposition,
while the apparatus is localized (or at least, the spatial superposition of the apparatus is
insignificant compared to that of the mass). With no theory of quantum gravity we cannot
say for sure what the apparatus will read. Transforming into the frame of the mass results
in a well-localized mass, and hence a classical gravitational field, but the apparatus is found
at least in a mixture of states (in the absence of knowing the exact state structure; also,
think of the apparatus as part of the observed system S), producing a mixture of readings.
Transforming back to the frame where the apparatus was localized preserves this mixture of
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readings, if we assume the group (translations in this case) does not have any effect on the
readings but only on positions of objects. We have thus obtained a result expected from a
superposition of gravitational fields, without assuming the existence of such superpositions.

But of course, there are still open questions:

Firstly, the physical relevance of the state on an observer’s own frame is still not clear. We
have seen that it surprisingly seems to have an influence on the entanglement structure of
states seen by observers: there is a difference between leaving out the observer’s own frame
when computing reference frame transformations (as in [8]), and keeping it in place, but in a
completely mixed state of no information. Further research into the entanglement structure
of states after transformations is needed; since this issue does not hinge on the embedding,
one may for instance look to the abstract methods employed in [15] for answers.

Secondly, we do not know whether the perfect frames, into which imperfect ones are em-
bedded, are in any sense real, and one may thus similarly wonder about the external view.
We may ask: In a universe with only imperfect reference frames, who decides on the state
in the external view? And if no one can, can a consensus be reached among the imperfect
observers about which states could be the external view state describing the world?

Thirdly, our framework works well with the Galilei group and thus could provide appli-
cations to low-energy quantum gravity, essentially because Galilei transformations do not
involve transformations of time in any way. In fact, our framework treats time as absolute.
Ultimately, this would have to be changed, in order to treat e.g. the Poincaré group, but
also as a matter of principle to put time and space on equal footing. This of course would
touch on the complicated and unsolved issue of time in quantum mechanics.

80



A. Proofs

We provide here proofs for some statements in the main text.

A.1 Proposition 2.25

1

g

Proof of Proposition 2.25. Because G is unimodular, we can substitute g ~ ¢’gg’~
changing the Haar measure (see proposition B.3), and thus obtain

without

1 ~ 2
B(C,Q) = ———— [ dgdg’ Q(g'gg’ " | U .
(C, ) |<we|¢e>|2/Ggg o(g'99" ™) | (el U(g) [tbe) |
1 ~ 2
=————— [ dgf2 e| U . (Al
T L0 |l O e . (a)
Q) is conjugation-invariant, because
Qg 9g') = / dg" (9”9 '99'g"") = / dg” Qo(g"99"™") = Ug). (A2)
G G

where we have used the substitution g” ~~ ¢”¢’, which leaves the Haar measure invariant.

Every class function 2 is also a function on G, and
/dg’ﬂ(g’gg”l) = |G| - Q(9), (A3)

so that we have B(C, Q) x Bgon;j(C, Q) (up to a possibly infinite constant). O

A.2 Theorem 3.2

Proof of Theorem 5.2. We first argue that in (a) we must have @) ;5 = [¢71) 4 |¢”) 5 for
some state |¢”) p; consequently, also |¢') g4 = [¢”) 4197 !) 5 in equation (3.10). To show
this, we begin by noting that generally we can write

©")ap = /Gdg’x(g’) 9') 4 |€}) 5 (A.4)
for non-zero vectors ‘cp;,> 5 and a function x(g¢'). It then follows that
UhaUk o 19)alo)s )5 = Ul /G A9’ x(0)19") 4 19y) s UF(9) 10) 5

- /G a9 x() |, U1 (d'9) [)s (A5)

81



for some non-zero states |<pg,> 4B Consider now the case where S carries a regular repre-

sentation, such that Ug(g'g) = id only if ¢'¢g = e. In order to ensure Up_,aUs_p = id,

we must thus have x(¢’) = 6(gg’), i.e. |¢") 45 = |g_1>A 9"} with [¢") 5 = [¢] 1) . This
must hold also for other systems S, due to (b). The transformation now generally takes the
form

0% = /G dgdg’ 1g72Y(g' |4 ® |29 )l ® Uh(g), (A.6)

and |y, o) are some unknown vectors. Since UL _, p Is continuous, we must have that [pg )
depends continuously on g and ¢’. Thanks to the principle of relativity, we further have

0f a = /G dgdg’ 9 )gls ® o™ )g' 1 ® Th(). (A7)

UL _pand Ulg _, 4 must both be unitary and inverses of each other. Unitary is equivalent to

UaspUl_, 5 =id (A.8)
and . . .
Ul pUasp =id. (A.9)
Because . .
UIXHB 19" 4 19) 5 V) = |9_1>A leg.0) B Ué(g) V) (A.10)
the first of these conditions is equivalent to
<‘pg,g’|50g,g”> = 5(91_19”)7 Vg,9,9" €G. (A.11)

Thus, {|¢g,¢)}eecc is an orthonormal basis for every g € G, with the same normalization
as the basis {|¢) }¢7cc. We can thus write

g.0) = W(g)19") (A.12)

where W(g) is a family of unitary operators labelled by ¢ € G. To guarantee continuity

of 0,];%& W (g) must depend continuously on g. This leads us to the form (3.11) of the
reference frame transformation. Using (A.6) we write the second condition as

id = /Gdgdg’ 97 )97 4 ® @0 ) (09,05 ®ids, (A.13)

which upon tracing out A and S is found to be equivalent to

/3 g [0es)pgs| =id, VgedG. (A14)

Thanks to (A.12) and the completeness relation (2.24), this is guaranteed to hold. Unitarity
of UI&%B is thus equivalent to (A.12). The same is true for the unitarity of U;;HA.

Finally, we must have that U;rg 4= Uasss. Using (A.6) and taking matrix elements, this
is equivalent to

(g"g.9) = (Lg19719"),  V9.9.9" €G. (A.15)

Plugging in (A.12) yields (3.12),
WT(g) = VAV(g_l)7 VgeQqG. (A.16)
O
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A.3 Proposition 3.8

Proof of Proposition 3.8. (a) Complete positive follows from

(V11 (1 Galpl )y [9), |G|/d92 V1 (elU1(9)p T (9) ), [)5 = 0 (A17)

for any positive operator p on H; ® Ha, because 4 (1|, (0|U1(g)p Ul (g) lo), [¢), > 0. To
show preservation of trace, compute

1
tr(G[p]) |G|/dgtr g |G|/dgtr r(p). (A.18)

From this it also follows that

tr1 (G1[p1 ® pa]) = tr(G[pn]) p2 = tr(p1) p2 = tri(pr © pa), (A.19)
which by linearity shows the remark at the end of the proposition.

To show (b), we compute
20 1 T, 161 e A
CWl=1Ge /. dg'dgU(g'9)pU'(g'g) = GE J, %9 Ug)pUt(g) =GIlpl,  (A20)

where we have used the left-invariance (or right-invariance) of the Haar measure.

(c) We have for all g € G that

A~

0(0)GL0)07 (g) = ﬁ /G dg' U(gg"p U (94) = Gl), (A21)

again using the invariance of the Haar measure.

(d) If p is G-invariant, then it commutes with U(g) for all g € G, and hence G[p] = p. If
G[p] = p then according to (c), p must be G-invariant.

Finally, it is easily seen that the properties also hold for G; in the way described. O

A.4 Proposition 3.9
Proof of Proposition 3.9. Let us compute
UL_>B<>GA[-1=/Gdg”/Gdgdg’ lg7 g |, @ l@ga)glp @ Ul(g) [ -] x
xjgdgdg’ 19" ') (97, @ 19) (g0l 5 © Us(9)
= [ag" [ dgad Il lonso ol @ Udlo) [ ]

x /Gds? dg' 19)(g7"| s @ 19){a.0ralp © Us(@)-  (A22)

In the second step we have first used the left-invariance of the Haar measure to substitute
g ~ g¢"g and g’ ~ ¢”g’. On the other hand,

GuoUl_ - /dg"/dgdg 197514 ® L") |9g.0 M0l ® Uh(g) [ -] X

x /G dgdg’ |57, ®19) (pag | Lh(g") @ Us(g). (A.23)
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These two expressions must be equal. Taking general matrix elements of both expressions
shows that their equality is equivalent to

/G dg" |¢g,979' ) (05,975 = /G dg" L(g") leg,6) (g, LT (g") (A.24)
for all g,g,9'g’ € G. Substituting |p, ) = W(g)|g') leads us to

/Gdg”W( V9" )g"g' | W (9) = /dg”L( "YW (9)19)(a | WH(a)LT(g") (A.25)

for all g,g,49',¢' € G. Since every operator on a reference frame is a linear combination of
various |¢'}{(g’|, this is equivalent to (3.31),

W(g)GL-1WHg) =G[W()[- IW'(@)], VgieC. (A.26)

O

A.5 Theorem 3.13

Proof of Theorem 3.15. We obtain equation (3.45) by prepending and appending UL 4 to
both sides of (3.44); (3.44) and (3.45) are thus equivalent. We reproduce the proof in [15]
to show (3.45).

Abbreviating UAQ = (f/A(g) ® UQ (9)), let us compute

UF, 40 Grsl - i o 40001 T lo)l
=7 [ a90Y D@ loa - UL o[- 100000, Do)l (420

where in the second step we introduced id = U_, AUL 4 on the left and right of [ - ]. We now
observe that

U, Ul (9) U= a
= [ 495" 166/ o) 19"} 6"4 © Vs~ 0g")
/dg dg” 19")(g'l99" (9" | s © Uglg' " 99"
= /G dg” l99")(g"| 1 ® Uq((99") " 99")

- / dg” £.4(9) 19")(g"| , ® idp ® id
G
= La(g) ®idp ®ids. (A.28)

In the last step we have used the completeness relation (2.24). Inserting this observation
into (A.27) concludes the proof. O
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A.6 Proposition 3.14

Proof of Proposition 5.14. Denote by UQ the representation of G on Q. We compute

Goltro(+)] = ﬁ/gdgdg’ Uq(9)(¢'lc 1-119"c Ub(9)
_ ﬁ /G dgdg Ug(g) {d'lc Le(g)] - 1L (9) |9) o U 9)
- Tcln /G dgdg’ (¢l (Ual9) © Le(@)[ - 1(Lh(9) © Uh(9)) 19) ¢

= tre¢ (GCQ[ . ]) (A29)

In the second line we have substituted g’ ~ g~'¢’. Also, the resulting state will be G-
invariant by the first way of executing Fc¢. O

A.7 Proposition 3.15
Proof of Proposition 3.15. We have
Uscelbeqie]l = /G dgdg’ (19)(gle ® Ug(9))hcaic(l9){g'lc ® Ub(g)))- (A.30)

Note that if pcgjc is G-invariant on C, i.e. Uc(g)ﬁCQ|CﬁT(g) = pcqic for all g € G, we
have

le Peqie|9)e = (ele Peqic le) e s Vged. (A.31)
Thus,

tre (peqic) = /Gdg (9le poqic19)c = |Gl (el peqicle) - (A.32)

With this in mind, let us compute:

tro (Uselboqiel) = /Gdg ({gle ® Uq(9))beqic(l9)c © Uh(g))

. . . 1 . . .
- /G daTa(s) (el hegre e Ulo) = /G dg Uo(9)tre (pooic) U 9)

= Gg|tre(peqic)] = Frlpcgic]. (A.33)

O
A.8 Theorem 3.16
Proof of Theorem 3.16. Generally, we can write
Vi, =Ul , oX, (A.34)
where X[ - | = X[ - ]XT is a unitarity on AQ. Because VLA must act equally on all

subsystems of ), and because UL 4 does so as well, X must also act on all subsystems of @
in the same way. Now, S is a subsystem of (), and thus X must act on all subsystems of ¢
as it acts on S. From theorem 3.2 we know that the transformation U', , ; can only act on
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S through the representation Us. Any additional action of X on S cannot change this. It
follows that X must be of the form

X = / dg Xa(9) @ Ug(g), (A.35)
G

with X 4 (g9) a family of operators on A. Thus, the action of UL _, g decomposes as follows:
X es unita —>BU—>A is applied,
before Typ X 1T'45 applies unitaries once more, this time selected according to the state of
B. Take for instance the action on [go) 4 |€) 5 [1) ¢ for go € G:

X applies unitaries UQ (g) on @, selected by the elements X4 (g), then U’

X [g0) 4 |€>Blw>s:/gngA(g) 190) a4 19) 5 Us(9) [¥) s (A.36)
and thus
UL U aX [g0) 4 l€) g 19) g = /Gdg l97") s BL(9)X5(9) l90) s V) (A.37)

where we have used the form (3.15); Xp (g9) is XA(g) acting on B instead of A. Applying
Tap X T4p completes the action of UI‘_,B:

U 5 190) 4 l€) g 1) ¢ = /G dgdg” |¢" g™, X5 (9" R (9)XB(9) l90) 5 UL(g") ) -

(A.38)
We can also compute this directly using theorem 3.2, yielding
Ul plgo)ale) [¥)s = le)a W(e) [g0) 5 [¢) (A.39)

Comparing (A.38) and (A.12) and remembering that go € G was arbitrary shows that we
must have R R )
XL (9" R} (9)X5(g) =0 (A.40)

if ¢/ # e org# e Letus assume that Xp(g) # 0 for some g # e. But since IA%TB(g) is
unitary and since the supports of all X }; (¢") together must be Hp (otherwise X would not
be unitary), we see that (A.40) could then not be satisfied. Hence,

Xp(g) =0, Ve#geG. (A.41)

But X5(g) was just X 4(g) acting on B instead of A, so we must also have that X 4(g) = 0
for all e £ g € G. Thus, in (A.35) only the term g = e survives, and

X = XA ® iEiQ, (A.42)

where X 4 is a unitary on A. More precisely, we must have X 4(g) = 6(g)X 4 in (A.35). This
shows the first statement in the theorem.

From this, compatibility of forgetting observers and jumping follows, because X4 is a local
unitary and thus does not have any influence after A is traced out. Explicitly:

FaoXI =GotrgoXt =Gotry = Fy, (A.43)

and hence trc o GoU_ 4 =trcoU_, 140Gy =F4 =F4 40X, If now V,4 0G4 =GoV_, 4,
then
Fa=trcoGoUgoX=trcoGoV_4=trcoV_40Gyu. (A.44)

O
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A.9 Proposition 3.17

Proof of Proposition 5.17. The remark on G4 is a straightforward consequence of proposi-
tion 3.8, with H; = H . Also, it is clear from the form requirements of jumps and reference
frame transformations that these results must also hold if we switch the roles of Alice and
Bob. Let us thus focus on (3.56).

Acting with tr4 on ULA [-] (recall (3.18)) gives

A

traoUl, [-]= /G dg ({9la ® Ly (9) ©T5(9)) [1(19)4 ® L(9) @ Us(9)).  (A.45)
Also applying trp is easy, because

trp (ETB(g)ﬁAleA/B(g)) =1trp (ﬁABS)a Vg € G. (A46)

Thus, we arrive at the right-hand side of (3.56).
Similarly, we find (recall (3.19))

thOUE_mH:/Gdg(<g\,4®TAA1?E(g)®l7§(g))[~](|9>A®1?B(9)TZ®Us(g)), (A7)

where T4 maps B to A. Applying tr then results again in the right-hand side of (3.56). O

A.10 Proposition 4.2

Proof of Proposition j.2. Using the fact that any vector in Hp can be expanded in terms of
0-distributions, a general homomorphism E : Hz — Hp is of the form

B = /G dglg) el (A.48)

where |a,) are not necessarily normalized vectors. For this to work we must allow for the
possibility of |a,.) being non-normalizable too, thus |a.) € H &; essentially, linearity of E
dictates only that (ag4| acting on the input to E must be linear, prompting us to include
distributions as candidates for |ae).

The condition (4.7) contracted with (¢’| on the left gives (| (A]f{(g) = (ag-14|, that is
lagg) = A;%(g/_l) lag) = UR(Q/) lag) - (A.49)
Hence, .
lag) = Ug(9) lac), (A.50)

and the form (4.8) follows.

It is a well-known fact from linear algebra that AT A = id for any linear map A if and only
if A is an isometry. Thus, (4.9) is indeed equivalent to F(c.) being an isometry. To show
(4.10), we compute

~

(0, B(a,) = /G dg' dg lag){'lg) (gl = /G dg erg){axy|
= [ d0T(0) ol Thto). - (A1)

where we have used the orthogonality of perfect reference frame states (2.23). O

87



A.11 Proposition 4.7

Proof of Proposition /.7. Consider first the case where E is non-formal. EET is an orthog-
onal projector, because it is Hermitian, and E'E =id, i shows

(EENY? = EETEET = EET, (A.52)
For |¢) 5 € H it holds that
EE'E) s =EW)g, (A.53)

hence EET acts as the identity when restricted to im(E). Let |¢), € im(E)* lie in the
orthogonal complement of im(E), and let |y), € Hp. We then find

XrEE @) = (EET ), @) R ) =0, (A.54)

with ( -) the scalar product on Hg, because EET|x), € im(E). Thus, EET projects onto
im(F ) Consequently, a state pr of the perfect frame is an embedded imperfect frame if and

only if
EoE'[pr] = pr- (A.55)

Turn now to the case where E is formal. Thanks to (4.13) it still holds that EETE = E,
and so EET acts as the identity on the image of . From this also follows that if Eo ET does
not act as the identity on pg, then pg cannot be an embedded imperfect state. O

A.12 Proposition 5.4

Proof of Proposition 5./. (a) From the canonical commutation relation (5.4) we straightfor-
wardly find [p, k] = im - id.

(b) Clearly, U, is unitary as an exponential of i times a Hermitian operator; it remains to
show that it is projective. Recall the simple case of the Baker- C’ampbell Hausdorff identity
(see e.g. [60]): for operators A and B such that [A, [A, B]] = [B, [A, B]] = 0 it holds that

oA+BGIAB)/2 _ JAB (A.56)

We apply it to A = —i(a'p 4+ v'kp), B= —i(ap + vl%m), and thus, using (a),

A, B] _ima'v n imav’
2 2 2

(A.57)
to obtain
Um(a + a,v' +v) exp (i%(av’ - a’v))
= exp (—i[(a+a)p+ (v + ")) ) exp (5 (av” = a'v))

= exp (—i[a'ﬁ + v/lzrmD exp (—i[aﬁ + v/%mD = Upn(d,0"Up(a,v). (A.58)

(¢) Denote by Uy, and U, the mass-m and mass-m’ representation. Assume towards con-
tradiction that there exists a unitary operator V' such that for every g € G

VU (9)VT = Ui (9). (A.59)
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This must in particular hold for the one-parameter subgroups Um(a,O) = exp(—iap) and
Un(0,v) = exp(—ivk,,), and their m’-conterparts respectively. Taking the derivatives
d/dala=o and d/dv|,=¢ respectively yields

Vvt =5 (A.60)
and o .
ViV =k (A.61)
These imply . . o L A .
im -id = V(im - id)VT = V[p, kn VT = [p, k] = im/ - id, (A.62)

which in turn implies m = m’, a contradiction. Such a unitary V' cannot exist, and the two
representations are inequivalent.

(d) We first compute the actions of pure translations and boosts on position and momentum
states, and then use (b) to derive actions of general Galilei transformations. The simplest
of the four cases is

Un(a,0) [p) = e |p) = e [p). (A.63)
Using (5.7) we find
g —iap —ia eii(a+z)p
(PlUm(a,0)[z) = (p|e™ |z) = 7" (plz) = ——=— = (Pl +a), (A.64)

Ver

which through completeness of the improper momentum basis implies
U (a,0)|z) = |z +a). (A.65)

Because ky, = pt — mZ is the sum of two terms whose commutator is proportional to the
identity, we can use the formula (A.56) to write

N ) A P 2 ) A s S 2
Um(O,v) —e wtpelmvacelmv t/2 _ e~ imud wtpe imv t/2. (A66)

With this and employing (5.7) we find

<p| Um<07 U) |$C> _ e—ivtpeimv:cei7rw2t/2 <p|ac> _ ei7rwxeimu2t/2 <p|.’L' + ’Ut> , (A.67)
and hence . . o,
Upn (0,0) &) = ™v@el™v /2 |5 4 o) . (A.68)
Similarly,
<l“ Um(o’ ’U) |p> _ efiutpeimva:efimv2t/2 <$|p> _ efivtpefimv%ﬂ <x|p + mv>, (A69)
and thus A _ o,
U (0,0) |p) = e 0™ mV /2 1)) L my) . (A.70)

Using (b) it is now possible to compute

N

Um(a, U) |1,> _ eimav/?Um(a7O)ﬁm(O7v) |SC> _ eimav/Zeimvmeivat/Q |1, +a+ vt>
= el (@+a/240t/2) 10 4 g 4 ut) . (A7)

Similarly, we find

Um(a, 'U) |p> _ e—imav/2Um(0’ ’U)Um(a7 0) |p> _ e—imav/2e—ivtpe—imy2t/26—iap |p + mv)
= e Hate)tme/2) g, Lome) . (ALT2)
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(e) Using (d), we see that |[¢) = [, ¢(z) |x) is mapped into

W)= [ W@)le) = Ontao) ) = [ w(@)em Ero2 D o g o). (AT3)
R R
Taking the scalar product with (z| we find that the transformed wave function is

Y'(z) = Yz — a — vt) ™Y (FTa/270/2) (A.74)

A similar argument works for the momentum-space wave function.

(f) Let us write |[¢) = [, dp ¥(p) |p) and then compute

[ dadolinte) )0 O (a.0)
R
:/dadvdpdp’&(p)iz)(p/)*e—i(a+vt)(p—P,) |p+mv><p/+mv|
R
— 7 2 B o~ 2i o
=2 [ dvdp G p + )+ el =21 [ dpdp I 1)
2 - 2 .
= 2T [ IR = i) -7 (AT

In the first equality, we used (5.13), in the second [, da exp(—iaq) = 27d(q), and in the
third we performed the substitution v ~~ p = p + mw.

Employing proposition 2.22, we see that U is irreducible. And from proposition 4.4 it then
follows that |¢)) can be rescaled into a valid seed state for an embedding. O

To see the significance of the time-dependent boost generator, consQider the action of the
boost Uy, (0,v) on the time-dependent momentum state |p(t)) = e™?"1/2™ |p):

ﬁm((),v) ‘p(t» _ efi(mv)2t/2m7ivpt7ip2t/2m |p + mv) _ efi(mv+p)2t/2m |p + mv>
=|(p+mv)(t)). (A.76)

So the time-dependence in ke, is necessary to provide the correct energy (frequency) to the
resulting state, such that the time-independent Schrédinger equation is conserved under
the action of the boost. The mass-m representation even conserves the time-dependent
Schrodinger equation [30].

A.13 Proposition 5.10

Proof of Proposition 5.10. (a) Clearly, Um(a a,v) is unitary, as e'™?

U,n(a,v) is unitary according to proposition 5.4 (b). We compute

is a complex phase and

A

U (0,0, 0") Up (0, a, v) = exp (im (0 + 0)) exp (i%(av’ - a’v)) Un(d' 4 a,v' +v)

a'v

/_
:Um <€,+0+CLU

5 ﬂwmuﬂozm«maw«mwm(Am

and so the representation is non-projective.

(b) If Upn (0, a, v) were not irreducible, there would exist a true and non-trivial invariant sub-
space of L2(R). But this subspace would in particular be invariant under all transformations
of the type Uy, (0,a,v) = Um(a,v). This is impossible, because the mass-m representation
of Gal is irreducible according to proposition 5.4 (f). Hence, Uy, (6, a, v) must be irreducible.
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(¢) Equivalence of ﬁm(e,a,v) and Um/(ﬂ, a,v) for m # m’ would imply equivalence of the
mass-m and mass—jn’ representation of Gal by specifying § = 0. This is impossible according
to 5.4 (¢). Thus, U, (0, a,v) and U, (6, a,v) must be inequivalent.

(d) This differs from the completeness relation in proposition 5.4 (e) only by an additional
integral

/ df emPe=imf — / df = &(m)lo. (A.78)
R R

O
A.14 Proposition 6.3
Proof or Proposition 6.3. From (6.13) and (5.10) it follows that
[a,af]=1, [N,a]=-a, [N,af]=al. (A.79)

The two families iV e~V and e=i@N § of operators, indexed by a € R, agree for a = 0,

and their derivatives with respect to « are equal at oo = 0, thanks to the above commutation
relations. Because they also satisfy the group property, it follows from proposition A.1 below
that the families are equal. Thus, it also holds that

eloN g eiaN _ e log, (A.80)

and R
o T gmiaN _ giagi, (A.81)

With p = —iy/m/2 (a — al) and k,, = —/m/2 (a + a') we find

1aNﬁefia1\A/' - i m/2 (e ag elaaT)

= /m/2 (—icos(—a)a + sin(—a) @ +icos(e) a' — sin(a) af)
=cosap+sinakm = ha. (A.82)

This implies that fzm,a =cosap+ sina l%m also satisfies the group property:

eiNa ]Alm’ﬂ e_iNa = ]A”Lm’@+a. (A.83)

Proposition A.1: One-Parameter Groups of Operators

Let V., a € R, be a family of operators satisfying the group property:
VB . Va = VﬁJra, Va,B €R. (A.84)

Then V, satisfies the linear, first-order ODE

d d
—Ve=V3-—V, A.85
a8 = P da “la=o )
and is thus uniquely determined by Vo and %VQLY:O
- J
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Proof. Tt holds that
d

ds

which is a linear, first-order ODE, if a value for %Vab:o is given. By uniqueness of ODE

d
da

d -

Vﬁ - @ Va

, (A.86)

v, =V,
Prod p a=0

a=

solutions [61], Vg is then uniquely determined by the initial value Vo. O

A.15 Proposition 6.4

Proof of Proposition (.. To keep the notation simple, we will write 1, as ¢, and thus
[9) == el |¢)g), with Wigner distribution Wy, We will also need

. , 1
N=— P — = A.87
om M Ty (A-87)
which follows from (6.13). The last term only contributes a phase in [¢), and since Wigner
distributions are insensitive to overall phases, we may ignore it. We now compute
0 im ~2 1 * 1 1,0\ (42.))* 1 ipy
ga Vol = 1 | dy [@0) — 3)v° (e + §9) — vle = ) EH) (@ + )]

+ g L [P0 0 = 59 0+ 50— 50— $R)G0)" 0+ 3R] (A8

Here we have used (5.20) in order to split the integration into a part in position-space and
a part in momentum space. The position-space part is

[y [~ 20— 2o o o) = v — B+ e e+ )
. . 0
- _%/Rdyyw(m — WY@t gy) e = —ma g Wy(z.p). (A89)

Similarly, one finds that the momentum-space part is

p 0
20y o), (A.90)
yielding
0 _p 0 0
%Ww(ﬂf’p) = E@?Ww(m’p) - mxa*pr(%p)- (A.91)

This is a partial differential equation for W, with « playing the role as time (note also that
it strongly resembles the so-called quantum-Liouville equation for the harmonic oscillator,
which describes time evolution in phase space [30, 55]).

One checks that
Wy (z,p) = Wy, (:c cosa+ L sin a, pcos o — masin a) (A.92)
m

solves the equation:
9 : P .
%Wd,(x,p) = Wy, (z,p) - (f:z: sina + - cos a) + 0oWy, (z,p) - (—psina — maz cos o)

B 0 p 0
= *mxa*pr(I,p) + o5 Welzp). (A93)

O
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B. Details on Various Topics

B.1 Basics of Haar Measures

We give here an overview of Haar measures on a Lie group G, without proofs. As in the
main text, let G be a Lie group, i.e. a group which is also a smooth manifold such that the
group multiplication and inverse are smooth maps. In particular this means that G is locally
compact and Hausdorff [33]. If not indicated otherwise, all definitions and statements of
this appendix are taken from [34]; one also finds there the proofs which we omitted here.

Definition B.1: Haar Measures and Unimodularity w
( 1

A positive regular Borel measure py, on G which is left-invariant, i.e. for every mea-
surable £ C G and every g € G we have

pr(gE) = ur(E), YV E C G measurable, Vge€ G, (B.1)

is called a left Haar measure.

If pug is a positive regular Borel measure which is right-invariant, i.e.
pr(Eg) = pr(E), V E C G measurable, Vge€ G, (B.2)

then pp is called a right Haar measure.

G is called unimodular, if every left Haar measure is also a right Haar measure.
- J

The existence and uniqueness of Haar measures is the content of Haar’s theorem:

{ Theorem B.2: Haar’s Theorem 1

[ pr and pg exist and are unique up to positive multiplicative constants. ]

If G is unimodular, we will always work with ur = pr; also, we then have further useful
properties:

[ Proposition B.3: Haar Measure Properties for Unimodular Groups l
( 1)

Let p be a Haar measure in the case where G is unimodular (thus p is a left and
right Haar measure). p is then invariant under inversion,

w(E™Y) = u(E), vV E C G measurable, (B.3)
as well as ‘nvariant under conjugation,
wg  Eg) = u(E), V E C G measurable, Vg€ G. (B.4)
- J
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Conjugation invariance is a simple consequence of combined left- and right-invariance, while
inversion invariance requires the introduction of the modular function.

Finally, it is easy to see that Abelian Lie groups G are unimodular, since left-translation is
equal to right-translation by the inverse.

We can define integration with respect to Haar measures ([, dur(g) or [ dur(g)) in the
usual sense of measure theory. If not specified further, we use a left Haar measure and write

dg = dpur(g). (B.5)

Due to proposition B.3 we have in the unimodular case that integrals [, dg f(g) of functions
f are invariant under the substitutions g ~» ¢~! and ¢ ~ ¢’gg’~" for every ¢’ € G. The
total measure of G is

G| = pr(G) = /Gdg, (B.6)

and has the following property:

{ Theorem B.4: Finiteness of Total Measure 1

|G| < oo if and only if G is compact.

B.2 4-Distributions on Lie Groups

We turn here to the technical details around J-distributions on G, in particular needed
for constructing the perfect quantum reference frame in theorem 2.16. For this we first
generalize the representation (2.11) on L?(R) to square-integrable functions in L?(G, ur)
and/or L?(G, ug) (definitions 2.12 and 2.13), and then introduce a notion of §-distributions
on G, analogous to position states |z) in the context of L?(R).

Intuitively, —a has to be replaced by ¢!

with g € G; this is not trivial, since G is not
necessarily Abelian: both ¢ (g’) +— ¥ (g71g') and ¥ (g') — ¥(g'g™!) for functions G' > ¢’
¥(g’) € C and g € G are a priori possibilities. But upon closer inspection only the first
option is also a representation, leading us to discard the second. TheA first option is the

so-called left-regular representation. If 1 is a function, we denote by L(g)y the result of
acting on it with the left-regular representation of g € G.

If 4 is square-integrable, then so should ﬁ(g)w for all g € G. But since p, is only guaranteed
to be left-invariant and pp only guaranteed to be right-invariant, we can only be sure that
L(g)y € L*(G,pur) if 1 € L*(G,ur), but not that L(g)y € L*(G, ug) if ¥ € L*(G, ug).
This means that the left-regular representation is only well-defined on L?(G, uur). It is not
hard to see that there it conserves scalar products (2.15) and is thus a unitary representation
as in definition 2.7.

It is possible to define the so-called right-regular representation ]:?(g) on L?(G,ur) as
U(g) — ¥(g'g). If ¥ € L*(G, pur), then R(g)y € L*(G,ur), and R is unitary. In ex-
ample 2.8 the right-regular representation would be ¢ (x) — ¢ (z + a).

Overall, this results in definition 2.13.

From definition 2.15 it follows that:

[ Proposition B.5: §-Distributions as Generalized Functions }

{ Thinking of d. as functions to be integrated against in the sense of (2.20), it holds W
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that

5 (g/) _ 6(9719/) if H=pr, (B 7)
! og'g™") if p=pr. '

L and R act on d-distributions as if they were functions, by transforming the argu-
ments as ¢’ — g~ '¢’ and ¢’ — ¢'g respectively. In the same context, we can allow

integrations of d,’s against each other to extend the scalar product (2.15). This
results in

oy — ooy = 300 g) =0(gTg) i =,
(g'l9) = (glg") = {5(9/91) =0(9g"™") if p=pr. (B.8)

It is possible to expand a square-integrable function 1 as
) = | duta) vio) o). (B9)
and one has the completeness relation
| (o) lo) ol = i, (8.10)

where du(g) = dpr(g) or du(g) = dugr(g). If G is unimodular (and py = pg is
chosen), then both notions of §-distributions coincide.

- J

Proof. Treating integration against J-distributions semantically as integration of regular
functions, we get

/ dur(g') 85(g V(g = b(g) = / dur(e) 8(g(gg) = / dur(e) (g )b (g).
G G G

(B.11)
where we have used left-invariance of pr in the last step. Similarly,

/ dur(g) 6,(g0(g) = (g) = / dur(g) 6(g)(d's) = / durlg) 6(g'a " le),
G G G

(B.12)
using right-invariance of pp in the last step. Since these equations hold for every test
function v, we have shown (B.7).

Furthermore,

/ _ " —1 1 —1 m _ fGd,uL(g”)é(g”)é(g_lg’g”):(5(g_1g’)
(9'lg) = /GduL(g )6(g" g9 g") = {fc A (65 9g")5(a") = 5(g'g)
(B.13)

Here, the upper equality results from substituting ¢"” ~ ¢’¢”, and the lower from g"” ~ gg”.

Similarly, one shows the case with dug: the substitutions are now g” ~ ¢”’¢’ and ¢’ ~ ¢"g.

We have thus shown (B.8).
Let |¢) and ¢ be square-integrable. Compute

(/G du(g’) v*(g") <9'I> </G dp(g) ¢(9) Ig>>

= [ auta)anto) v+ @eto) {00 D8 = [ aute)duto) v (o) 299 i)
G 5(99") G
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Here the upper expressions correspond to u = py and the lower to u = pgr. Similarly, we
can show that

<9’|/Gdu(g)z/}(g) l9) = ¥(g). (B.15)

This shows that the decomposition [¢) = [, du(g")¥(¢’)|g) is compatible with the bra-ket
notation of square-integrable functions.

The completeness relation now follows easily: let |¢)) be a square-integrable function (or
even a d-distribution), and compute

(/ du(g) |g><9l> |¢>=/du(g) lg) ¥(g) = [¥) . (B.16)
G G

In the unimodular case, both notions of square-integrable functions coincide, and hence also
the d-distributions. Note that as a consequence, (g~ 1g") = §(g’g™1) for all g,¢' € G it is
also possible to demonstrate this directly using left- and right-invariance of dg. O

B.3 Formal Infinities

We have argued in section 2.4 that certain imperfect quantum reference frames of non-
compact groups might need infinite normalization constants. We then outlined how we can
introduce such formally infinite constants by treating them as symbols which are compatible
with the arithmetic of complex numbers. In this appendix we will make this precise.

Given an algebraic field F and a symbol «, one can consider the field of rational expressions
in o [62]:

F(a) = {f(a)/g(a) : f(e),g(a) € Fla], g(a) # 0}, (B.17)

and F[a] is the ring of polynomials in o with coefficients in F. Multiplication and division,
as well as integer powers, are defined via multiplication of polynomials. Together with the
addition and subtraction of polynomials, one can define the sum and differences of rational
functions. Roughly speaking, this is why F(«) is again a field. Note that F is contained in
F(«) as the subset of constant rational expressions, 4.e. those which do not contain «. It is
possible to consider F(«, 8,7, ...) for an arbitrary finite number of symbols.

Given a F-vector space V, we can define a much larger vector space
Va,... 7= spang(,, ) By, (B.18)

defined as the F(a,...)-vector space generated from any basis By (not a Hilbert basis) of
V. Because F C F(,...), we also have V C V, ... Since any other basis B, is a finite
linear combination of elements in By, and since F is contained in F(a, ... ), we see that the
construction of V, . is independent of basis chosen.

In our case, F = C is the field of complex numbers, and «, 3, etc. are formal infinities we wish
to incorporate into complex number arithmetic. The arithmetic structure inherent in C(«)
provides precisely what we outlined in section 2.4: rational functions in formal infinities are
a number system allowing for formal infinities. The vector spaces we are concerned with
are typically rigged Hilbert spaces H C H, with the scalar product of H extended to some
states of H (for instance, H = L?*(G), with é-distributions in L2(G)). To complete our
treatment of formal infinities, we should really work with the vector space ﬁa,_“ instead of
H, although we are not as pedantic about this detail in the main text. The scalar product
of H, which was already extended to parts of H, can now be extended to parts of H,
simply by demanding it to be C(c, ... )-linear. That is, essentially demanding that one can
pull out formal infinities from the scalar product.
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B.4 L- and R-Invariant States for Non-Abelian Groups

We saw that the reference frame transformations of example 3.3 do not satisfy (3.30) if G is
not Abelian. Technically however, (3.30) must only hold when applied to quantum states,
i.e. operators which are Hermitian and positive (we allow non-normalizable states, so there
is no condition on the trace). We will now take a closer look at this example and show that
if G is not Abelian, then there are quantum states for which (3.30) is violated.

Instead of testing (3.31), we now investigate (3.30) directly. One can show that the trans-
formation of example 3.3 satisfies

UL%B 0Ga = Gg ° UL%B’ (B.19)

where G is the G-twirl on B with respect to the right-regular representation ]:33, which,
although not corresponding to the chosen canonical representation of G, is also available
on L?(G)." To see this, we can retrace the steps in the proof of proposition 3.9 to find
that GEoU, , »[ -] equals (A.23) but with Lp replaced by Rp, and use that R(g”) |¢g~") =
lg~tg"~') =|(9"g)""). Tosummarize: UTA_>B maps states which are invariant under L (we
also say left-invariant) to states which are invariant under R (right-invariant). Prepending
and appending UTB_>A to (B.19) further yields

Up,a0GH =GaoUp,,, (B.20)

so the inverse transformation maps right-invariant states to left-invariant states. From this
it follows that it is possible to find a left-invariant state p’ such that UL _,p is any right-

PN

invariant state p (simply take p' := U% _,4lP]). Thus, the reference frame transformations
in example 3.3 satisfy (3.30) if and only if every right-invariant state is also left-invariant.

If G is Abelian, then this is the case, because R(¢')|g) = |99'~') = |¢'"'g) = LI(¢') |9).
and since the Haar measure is inversion-invariant, we have G = GZ. If the group is non-
Abelian, as is for instance the case with the centrally extended Galilei group, then the
situation is more complicated, and it is possible to find states which are right-invariant but
not left-invariant:

Proposition B.6 }

( N

Let g € G/Z(G) be a group element not in the centre Z(G) of G. The state

prs = GR[(|e) + [9)) (el + ()] (B.21)

is then right-invariant, but not left-invariant.

Analogously one obtains a left-invariant but not right-invariant state ppz by replacing
G with G.

- J

Proof. Thanks to inversion invariance of the Haar measure, we can write”
R 1
Pri = |G|/Gdg’ (lg") + 199’y ) ({g'l + (99’ )- (B.22)

Acting with L(g"”) for ¢” € G on this state we obtain

R A 1
Phe : L(QI/)PRLLT(QH):@ /(; dg' (19"9') +19"99)) ((¢"d'| + (¢"gd']).  (B.23)

1With the same notation, the G-twirl using the left-regular representation would be GL := G, but we will
simply write G.

2Using inversion invariance, we rewrite g’ ~ g’~! for better clarity. The argument however does not
depend on this rewriting and works regardless.
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We thus have

. 1 _

(el pre = al (2(el+ (gl +(97]) (B.24)
. 1 _ 1 -

(€| Pre = ial (2¢el+(g"99" |+ ("9 g""|). (B.25)

Since g € G/Z(G), one can always choose g” € G such that g”gg”~! # g. And since the
function g” — ¢’ gg” ! is continuous (courtesy of group multiplication and inversion being
continuous if G is a Lie group), we can find a g’ such that ¢g”gg”~! # g is arbitrarily close
to g (in terms of the topology on G), therefore certainly also g”gg”~! # g~!, and thus
g//g—lg//—l ?é g.

For such a choice of g” we obtain

4(e)

(el pre1g) = al # 0= (el Pre 19) , (B.26)

and thus
PrRE 7 Dt (B.27)
showing that prg is not left-invariant. For prr the argument is analogous. O

This result shows that for non-Abelian G, example 3.3 cannot be reconciled with the require-
ment (3.30). Note that the same is true for any family of reference frame transformations
satisfying (B.19), i.e. all those which map left-invariant states to right-invariant ones, and
vice-versa. Because of that, we will not pursue such examples further.

Note that for compact groups it is possible to see the existence of states which are right-
invariant but not left-invariant directly from the decomposition of the regular representation
into irreducible representations of finite dimension, see appendix B.7.

B.5 Traces and Entropies

The completeness relation B.10 allows us to write the partial trace over a Hilbert space of
square-integrable functions in a particularly nice way.

For this we first define what we mean by partial trace:

[ Definition B.7: Partial Trace }

e N\
Let Hx and Hy be Hilbert spaces, and let {[i)}; be a countable basis of Hy. Let
Ax ® Ay : Hx ® Hy — Hx @ Hy be a separable operator (if in any given situation
we are not considering rigged Hilbert spaces and the larger spaces do not exist, we
simply take Hx ® Hy = Hx ® Hy). The partial trace of /AXX ® fly over Hx is

trx (Ax ® Ay) := Ay Z (i| Ax |i) (B.28)

For a general operator A Hx @ Hy — Hx @ Hy the partial trace is the linear
extension of the above operation, and we may write

trx (A) =Y (i| Ali) (B.29)
i=1

in slight abuse of notation. We allow partial traces to be formally infinite.
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An important case, and the main reason for this appendix, will be the trace over Hilbert
spaces of square integrable functions on G:

Proposition B.8: Partial Trace over L?(G) }

If Hx is either L?(G,ur) or L?*(G,ug), then for an operator A:Hx @Hy —
Hx ® Hy,

try(A) = /G du(g) (g1 Alg). (B.30)

This is similar to how one can take traces in L?(IR) by integrating over the position eigenstate
expectation values.

Proof.

1410 = [ dute) Y Gla) 6l A1) = | anto) 6l A3 i) = [ duto) (ol Ala).

(B.31)
0

Definition B.7 and proposition B.8 can easily be adapted to the trace instead of the partial
trace, by taking Hy = C.

An important application of the trace is in the definition of entropy. We adapt the usual
definition (see [45]) to accommodate non-normalizable states:

[ Definition B.9: von Neumann Entropy }

( R

For a not necessarily normalized state & on a Hilbert space H, i.e. 67 = 6 and 6 > 0,
we define the (von Neumann) entropy as

tro tro

H(5) = tr< Y ) (B.32)

We use the convention that 0-log, 0 = 0, which is consistent with = — xlog, x being
continuously extended for z — 0.
- J

Clearly, this definition matches the usual definition H(6) = —tr(6log, §) in the case where
the state is normalized to tr& = 1.

To see that the adapted entropy is indeed useful, let us compute it for a couple of non-
normalizable states. Especially useful for us will be linear combinations of J-distributions
on a unimodular Lie group G:

Example B.10

Let G be unimodular.

(a) The pure (improper) state |g){(g|, g € G, satisfies tr(|g){g|) = d(e). When acting
on operators, log, is defined by acting on eigenvalues in a diagonal form of its
argument. With this we find the entropy to be

H(la)al) =~ [ a9’ (9198 108, 199 151) = 7 10m,0) (01 98 1)

=1-log,(1) =0. (B.33)

As expected, the entropy of the state is zero.
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(b) Take the equally pure state [1)) = (|g1) + |g2))/v/2 for g1, 92 € G, g1 # go. The
trace of the corresponding density operator & is also d(e). We have, formally

speaking,
V)@l _ |9) (| (lg1) — lg2))(g1| — {g2) 3
log, o) log2(1)m + log,(0) 25(c) + log,(0) - A,

(B.34)
where A is an unimportant self-adjoint operator which annihilates both |g;)
and |g2). The integral [, o dg’ in the expression for the entropy forces g’ = g; or
g’ = g2, so that we obtain effectively the trace over a two-dimensional subspace:

H(5) =~ logu(0) - r (1 1) (_11 ‘11>:jl10g2<o>.tr (g 8):0.
(B.35)

Note that all factors of §(e) have cancelled thanks to {g|g’) = d(g'g’). As
expected, the entropy is again zero.

The same holds for other finite superposition of d-states.
(c¢) Consider finally the mixed state & = (|g1){g1|+ |92)(92])/2 with trace d(e). We

have

A

o8, 5 =108 (5 ) 5 (o)l + oo + loms0)- A, (B.36)

where A is as in the above example. Thus, again keeping track of factors of
d(e), we get

@) = ~yoss (3) (3 2) = (3) -1 @

As expected the entropy is one bit, corresponding to a “yes/no” probability
distribution with equally likely outcomes.

B.6 Haar Measures for the Galilei Groups

Let u, be the Lebesgue measure on R”, i.e. the measure obtained through Lebesgue inte-
gration. We will show that ug is a left- and right Haar measure for Gal = Gal(1), and that
w3 is a left- and right Haar measure for CGal = CGal(1). We then fix the Haar measures
used in the main text.

As claimed in the main text, Gal is unimodular with Haar measure equal to po:

Proof of Proposition 5.2. Gal is Abelian and hence unimodular. Note then that the left
action of g = (a,v) € Gal on any measurable set B C R? = Gal is simply a translation
by (a,v) in R2. This evidently leaves us(B) invariant, showing that us is a left Haar
measure. O

We will always use o as a Haar measure for Gal and write dg = dua(g). If now f: Gal — C
then we can perform the integral

/ dua(g) F(g) = / dadv f(a,0) (B.38)
Gal
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over translations and boosts separately. This particularly implies that
§((a,v)) =6d(a)d(v), (B.39)

where the §-distribution on the left-hand side is to be understood in the sense of definition
2.15, and the two §-distributions on the right-hand side are the usual d-distributions on R.
The total measure of the group is

|Gal| = /da dv = oo. (B.40)

It is infinite, Gal being non-compact, in line with theorem B.4.

Similarly, CGal is unimodular with p3 as Haar measure:

Proof of Proposition 5.8. The left group action of ¢ = (6,a,v) € CGal on a measurable
subset B C R? = CGal induces a translation of B in R® by (6, a,v), and a translation in
the #-direction linearly depending on a and v. The former translation clearly keeps p(B)
invariant (by the same argument as for Gal). The latter translation introduces a linear shear
along 6, i.e. a rectangular box in 6-a-v space is deformed into a prism. In general, this does
not change p(B) according to Cavalieri’s principle (which holds more generally for Lipschitz
continuous shears). Thus, p3 is a left Haar measure. Similarly, we can show that it is a
right Haar measure, making CGal unimodular (note that CGal is not Abelian). O

We always use p3 as Haar measure for CGal and write dg := dus(g), i.e. d(0,a,v) = df dadv,
and 6((0,a,v)) = 6(0)6(a)d(v). Accordingly, [CGal| = oo (CGal is non-compact). Note
however that we will have to distinguish the infinities |Gal| and |CGal|.

Finally, we note that the Haar measures of Gal and CGal are inversion- and conjugation-
invariant, thanks to proposition B.3.

B.7 Representation Theory of Compact Groups

The central result in the representation theory of compact topological groups is the Peter-
Weyl theorem [41]. A form of the theorem useful for applications in quantum reference
frames is:

{ Theorem B.11: Peter-Weyl: Representation Theory of Compact Groups }

N

(a) Ome can decompose

LG = PH, oM, (B.41)
q

where the index ¢ ranges over the equivalence classes of finite-dimensional,
irreducible representations U, of G, H, is the representation space of the g-th
representation, and Hj is its complex conjugate.

(b) The left-regular representation L on I? (G) acts as the g-th irreducible repre-
sentation on H, and trivially on all H, i.e.

L=U, ®id,. (B.42)
q

(¢) The right-regular representation R on L?(G) acts as the complex conjugate of
the g-th irreducible representation on H; and trivially on all H, i.e.

R=id, @ U;. (B.43)
q
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Accordingly, the H, are also called the left subspaces, and the H; the right
subspaces.

(d) Let {|g,z)}» be an orthonormal basis of H,, and denote by

DY (g) == (g,y| Uy(9) g, z) (B.44)

the matrix elements of the irreducible representation labelled by g. With this
it is possible to write the improper basis of §-distributions as

dim H
l9) = el DG a2 y),  la,2,y) = 1a,2) 5, 10, 9) - (BAD)

q,Z,Y

Note that because G is compact, |G| < .

J

The Peter-Weyl theorem is usually stated in a different form, in terms of the matrix elements
Dg(c%) (g9) [41]. This is however equivalent to the decompositions of the Hilbert space in (a)
and of the representations in (b) and (c) [44]. (a) - (c¢) is equivalent to (d), see e.g. [23].
See also the applications of the theorem in [13, 15, 19, 20]. In quantum physics, we often
call the index ¢ the charge of the corresponding irreducible representation. E.g. for SU(2),
the charge is the total spin j. The spaces H; and H] are also called the colour and flavour
subspaces [23].

B.8 Squeezed Coherent States

We provide here some details left out in section 6.4.

Heisenberg Uncertainty. Any state |¢) of our quantum particle satisfies the Heisenberg
uncertainty relation (6.30). This is a special case of the more general uncertainty relation
[30]

(KA (8B > 7] (1A, Bl)y (5.46)

valid for any two observables A and B.

The general Heisenberg uncertainty relation (B.46) is commonly proved by considering the
Hermitian operators AA := A — (A), id, AB := B — (B), id, and computing

(A, Bl)s| = (84, ABl)y| = | (6] SATAB ) - (] ABI KAL) |

< 2| (Y| KATABI) | < 20/ (0] AT KAL)\ (6] SBIAB ). (B.AT)

In the first step we have used that id commutes with every other operator, and in the second
step, that A4 and AB are Hermitian. The first inequality is the ¢riangle inequality, in the
form |z — z*| < 2|z| for any 2 € C, here with z = ()| AATAB [). The second inequality
is the Cauchy-Schwarz inequality in the form | (¢p|¢") | < \/{(@|d)+/(@'|¢’) for any two states
|¢) and |¢'), here with |¢) = AAA|’(/J> and |¢') = AABW). The inequality (B.46) follows
by squaring both sides of (B.47) and using that (| AATAA ) = ()| AAZ [¢)) = (AA?),,
according to the definition (6.28).

It will be important to note the conditions under which (B.46) holds with equality. For this,
both inequalities employed in the proof must hold with equality. The triangle inequality
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becomes an equality if z* = —z, i.e. if z € iR, that is if
(1| ABTAA ) € iR. (B.48)

The Cauchy-Schwarz inequality holds with equality if |¢) and |¢’) are collinear, that is if
there exist a, 8 € C not both zero, such that

aNA|Y) = BAB|) . (B.49)
With this second condition, the first condition (B.48) simplifies to
af” €iR. (B.50)

Squeezed Coherent States Uniquely Saturate Heisenberg Unertainty. Writing
|¢) = [dz¢(z)|z) in position space, the conditions (B.49) and (B.50) required for equality
in the uncertainty relation (6.30) become

a(z — zo)Y(x) = B(—10, — po)t(x), af* € iR, (B.51)

where zy and pg are the position and momentum expectation values of |¢). Solving this
differential equation gives

(v — )

Blny(z) =ia 5

where C' € C is an integration constant.

+ Bipox + C, (B.52)

We will for now assume that a and 8 are both non-zero, but come back to the cases a =0
and 3 = 0 later. This allows us without loss of generality to take 8 = 1 and o = i/w?, with
w? € R (the reason for the square will become clear shortly). This yields

x — x0)?
Y(z) = e exp ((QwQO) + ipoa;) . (B.53)

Note that in order for ) to remain finite at infinity requires w? > 0, so we will assume this
from now on (this also explains the square in our notation). We then choose exp(C) > 0
such that the state is normalized, i.e. (1)[¢)) = [dz|¢(z)|> = 1, and obtain the family of
normalized z-p-squeezed coherent wave-functions:

Vi o (T) 1= exp (—W + ipmc) . (B.54)

1
Vwy/T 2w
This is (6.24) in the main text and shows that squeezed coherent states are the only proper
states which saturate (6.30).

Let us now recover some of the cases which we excluded earlier. Firstly, it makes little
sense to include states with w < 0, since they exponentially diverge towards infinity, and we
would expect ¥ (x) (and ¥(p)) to at least remain finite for |x| — oo (|p| — oo respectively).
Secondly, the case @« = 0 can be reached by the limit w — oo, most easily computed in
momentum space to yield a momentum eigenstate centred on pq:

im i, (0) o< 3(po). (B.55)

Thirdly, the case § = 0 can be reached by the limit w — 0; we see that this results in a
position eigenstate centred on xg:

lim o2 (z) o< §(xo). (B.56)

w—s0 @ To,Po

These are (6.32) and (6.31) in the main text. Finally, we may always add a phase to any of
the wave functions without changing the fact that their states are squeezed coherent; this
completely restores the freedom in choosing C.
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